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Game Theoretical Approach for Non-Overlapping Community
Detection

Baohua Sun, Richard Al-Bayaty, Qiuyuan Huang, and Dapeng Wu�

Abstract: Graph clustering, i.e., partitioning nodes or data points into non-overlapping clusters, can be beneficial in a

large varieties of computer vision and machine learning applications. However, main graph clustering schemes, such

as spectral clustering, cannot be applied to a large network due to prohibitive computational complexity required.

While there exist methods applicable to large networks, these methods do not offer convincing comparisons against

known ground truth. For the first time, this work conducts clustering algorithm performance evaluations on large

networks (consisting of one million nodes) with ground truth information. Ideas and concepts from game theory are

applied towards graph clustering to formulate a new proposed algorithm, Game Theoretical Approach for Clustering

(GTAC). This theoretical framework is shown to be a generalization of both the Label Propagation and Louvain

methods, offering an additional means of derivation and analysis. GTAC introduces a tuning parameter which allows

variable algorithm performance in accordance with application needs. Experimentation shows that these GTAC

algorithms offer scalability and tunability towards big data applications.

Key words: big data analytics; game theory; clustering; community detection; label propagation

1 Introduction

Graph clustering consists of constructing an adjacency
matrix from a set of nodes or data points and partitioning
them into clusters. The terms “nodes” and “data
points” will be used interchangeably throughout this
paper, as will the terms “communities” and “clusters”.
The experimentation and focus of this work are on
generalized weighted and directed graphs. These types
of graphs contain links between nodes that both carry a
weight signifying the strength of the connection and a
directionality representing correlation. The directionality
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does not need (and usually does not) to be characterized
by a symmetric adjacency matrix. Often, the graph
clustering problem is given without providing the
number of clusters. In many practical applications, the
graph is considered to be sparse, i.e., the number of links
among the nodes is a linear (not quadratic) function of
the number of total nodes of the graph. Partitioning
occurs such that nodes belonging to the same group
are highly connected, while nodes in different groups
maintain lesser connectivity by means of optimizing a
chosen measure of clustering effectiveness. There are
several methods available to address this problem[1],
however they all have their own limitations and use
cases.

Spectral Clustering (SC)[2] aggregates nodes by
virtue of the spectrum of the similarity matrix. The
similarity matrix is constructed from the nodes’ pairwise
distances. SC consists of two parts: (1) perform eigen-
decomposition on the similarity matrix to obtain a
user-specified number (e.g., Nc) of eigenvectors as
projections for the nodes into an Nc dimensional
subspace, (2) cluster the nodes in the Nc dimensional
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subspace by using methods such as k-means. A drawback
to this technique is that it requires the number of
clusters as an input. Poorly choosing the number of
clusters to provide SC directly impacts the clustering
performance. Another drawback of SC is that the eigen-
decomposition may be infeasible if the similarity matrix
is not symmetric, as the case with many directed
graphs. The number of clusters, Nc, is application
specific and thus a methodology for selecting this
parameter should be established prior to using SC.
Another drawback of SC is that the eigenvectors for
the lower dimensional projection are all given the same
priority during the clustering portion of the algorithm.
Although Shi and Malik[3] improved the performance
of SC by normalizing the similarity matrix using
the Normalized cut (Ncut), this method still has the
drawbacks of requirement of knowledge about Nc prior
to use Ncut and issue with eigen-decomposition for
asymmetric similarity matrix.

Modularity Maximization (M-M) aims to detect
clusters within a graph by optimizing modularity,
which is a measure that can be used to determine
the connectivity strength of nodes within a cluster as
compared to those outside the cluster[4]. This method is
more versatile than SC in that it will detect the number
of clusters automatically based on the network structure
of the provided graph. M-M faces the resolution limit
issue, where multiple small clusters provide greater
modularity when combined into a single cluster[5, 6]. This
resolution limit prevents outstanding performance of
M-M on larger networks containing multiple relatively
small groups. Like in SC, M-M also suffers from
the ill-conditioned eigen-decomposition problem when
using directed graphs that are potentially asymmetric.
Scalability is also a concern with this method due to
the computational limitations of eigen-decomposition on
substantially sized graphs.

In recent years, algorithms have been developed to
address the scalability concerns for clustering within
increasingly larger graphs[7, 8]. Label Propagation (LP)[9]

is a near-linear time algorithm that is easy to implement
and applicable to large datasets. However, LP is limited
to graphs consisting of unweighted edges between nodes.
This algorithm constructs clustering results from the
underlying structure in the network without regard to
optimizing any measure of a chosen community strength.
Another technique aimed at tackling scalability issues
is the Louvain method[10]. This method attempts to
detect communities using a local modularity criterion

aiming at resolving the resolution limit discussed
earlier. Additionally, parallel implementations of the
Louvain method have also been studied[11]. Although
the Louvain method offers a performance improvement
for many applications, it still suffers similar limitations
as LP. There are also many recent works for detecting
communities with game theory[12, 13], as well as work for
model prediction and systems[14–16].

Prior work fails to show convincing experimental
results on large networks with ground truth information,
instead showing evaluations on datasets with either
ambiguous labels or none at all. To help address this
gap, we take a game theoretical approach to the graph
clustering problem on various datasets containing ground
truth information ranging from a small number of
nodes to that of over a million nodes. Game theory
is introduced and applied to community detection in
Refs. [17–22], and they concentrate more on explaining
the use of modularity as a payoff function in a game, as
well as the modification of modularity for optimizing
the payoff function. This work establishes a global
function which is a measure of clustering performance
over the entire graph. To form the foundation of Game
Theoretical Approach for Clustering (GTAC), in each
iteration we regard some of the nodes on the graph as
players in a game and enable them to change their labels
in a local fashion such that they optimize the global
function. This process is repeated until an equilibrium is
achieved for the game. In this paper, we show that LP
and the Louvain method can be derived and extended
under the framework of GTAC, offering an alternative
means of analysis, performance tuning, and scalability.

To the best of our knowledge, there does not exist
experimentation or performance evaluations using these
methods on large networks whose similarity matrix is
both weighted and asymmetric. The barrier of using
large datasets is complex, because it requires not only
obtaining datasets with high fidelity label data, but
also the time, storage, computation, and programming
resources of high performance computing machines. For
the first time, we fill this gap by using Amazon EC2 web
services to perform experiments on graphs containing
one million nodes to evaluate the performance of various
algorithms benchmarked against known truth.

The main contribution of this paper is three-folded.
Firstly, it provides a new framework for clustering in
large networks, the concept of degree of modularity is
taken as the revenue function of the algorithm, and is
generalized on this basis. An overview of the proposed
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framework is shown in Fig. 1. Secondly, the advantages
and disadvantages of Label Propagation and Louvain
methods are analyzed, and the improvement ideas are
put forward. These methods are evolved on the proposed
GTAC model. Thirdly, variants of the GTAC model
are proposed to explain the effects of different node
sequences, function definitions, and node initializations
on the results.

The structure of this paper is organized as follows.
Section 2 presents a brief overview of select aspects
of game theory, Section 3 constructs the ties between
game theory and the GTAC algorithm, Section 4
derives and explains the proposed GTAC algorithms,
Section 5 establishes a hierarchical variant of the GTAC
framework, Section 6 outlines the experimental setup,
Section 7 details the results and intuition behind the
experimentation, and Section 8 concludes this work with
highlights and closing remarks.

2 Prerequisite: Game Theory

Game theory revolves around studying the complex
decision making involved with players in a cooperative
or competing engagement[23]. Its foundational
applications are in the area of economics, but are also
used in various other fields to include biology, artificial
intelligence, and computer networking to name a few. In
1928, Von Neumann and Morgenstern[24] formulated the
basic concepts of game theory, but it was not until 1944
that they laid the foundation with Oskar Morgenstern in
their book Theory of Games and Economic Behavior. To
bridge the gap between cooperative and non-cooperative
games, Nash[25, 26] published two influential papers
proposing the Nash Equilibrium. This equilibrium
presumes a steady state strategy set for a general class
of games where each player’s strategy is chosen to be

Fig. 1 Overview of proposed framework.

the best considering all other players’ strategies at that
point in time.

There are several essential elements in a game
including players, strategy, payoff function, and game
outcome/equilibrium. A player, x, is given as any
decision-making participant in a game, and can be
denoted as a set by

N D fx1; x2; : : : ; xng (1)
Decisions made by the player are called strategies.
The strategy set for each player is S1; S2; : : : ; Sn,
respectively. As a result, the strategy set of all the players
is given by

S D S1 � S2 � � � � � Sn (2)
where � denotes the Cartesian product of sets (i.e., for
sets A and B , the Cartesian product A � B is the set
of all ordered pairs .a; b/ where a 2 A and b 2 B ).
The payoff function, which is also known as a utility
function, is a mathematical formulation to calculate the
gain and loss of the player strategies. For each player xi ,
where i 2 N ,

ui W S ! R (3)

denotes the payoff function of player xi . Each game
yields a result or outcome. This result is called an
equilibrium if it can be considered stable.

Nash Equilibrium is defined as the best strategy that
can be made by each player provided that all other
players do not change their strategies. If we denote s�

as the strategy resulting in a Nash Equilibrium[17, 26, 27],
we have

ui .si ; s�
�i / � ui .s

�/ 6 0;8si 2 Si ;8i 2 N (4)
We refer to the strategy profile obtained from s� by
replacing the strategy of player xi with sij as being
.sij ; s�

�i /, defined as
.sij ; s�

�i / D .s�
1 ; s�

2 ; : : : ; s�
i�1; sij ; s�

iC1; : : : ; s�
n/ (5)

3 Motivation from Game Theory

Here the GTAC scheme is described in detail. A
weighted graph, G, is defined by N nodes and an N �N

dimensional adjacency matrix, A, where each entry
Ai;j denotes the weight of the link between nodes i

and j , here i 2 f1; 2; : : : ; N g and j 2 f1; 2; : : : ; N g.
If A is symmetric, this graph is considered to be
undirected, otherwise it is a directed graph. The case
of the unweighted graph can be seen as a special case
of weighted graphs where Ai;j 2 f0; 1g is a binary flag
signifying whether or not there is a link between nodes i

and j .
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GTAC constructs the process of clustering, also
referred to as community detection, as a game whose
objective function is given by

F D f .A; C/ (6)

C D fCk; k 2 f1; 2; : : : ; Kgg (7)
Each community, Ck , is a non-overlapping set of node
indices denoting membership to community k. The
function f depends on the input weight matrix, A,
and the community detection result shown in Eq. (6).
Different applications warrant different constructions
of f . For fixed A, we seek to optimize F by means
of varying the community detection result, C. A
well recognized optimizing criterion for F is that of
maximizing community modularity[4, 10].

The search for the optimal solution to many
formulations of f is known to be Non-deterministic
Polynomial (NP)-hard. The optimization of F is relaxed
by reformulating the problem as follows: for a given
initial community clustering, improvements to F are
made by only modifying the membership of q nodes.
For simplicity, this paper uses q D 1. Assuming node
x currently belongs to community Cl , if there exists
another community for node x, Ck .k ¤ l/, such that
the value given by Eq. (6) improves then node x will
change communities to make this improvement. When
determining new communities, it is prudent to consider
only those of the nodes connected to node x. This is
equivalent to treating x as an isolated node, meaning
that it is not initially assigned to any community, and
selecting C Ok

such that Eq. (6) is optimized. This step is
repeated sequentially for all other nodes in a prescribed
order and is iterated until a stopping criterion is met.
Reaching this stopping criterion is considered having
achieved the Nash Equilibrium of the game.

4 GTAC Algorithm

This section details the GTAC algorithm and discusses
possible GTAC variations. Algorithm 1 provides the

Algorithm 1 GTAC
1: Input: An ordered list of labeled nodes
2: Output: Updated node labels from community detection
3: while stopping condition not met do
4: for each i in ordered list do
5: x  ordered list.i/ F iterate list for each i

6: k  argk max=min f .A; C / F optimize f
7: labes list.x/ k F assign new label: k
8: end for
9: end while

10: return labels list F Community detection result

layout for GTAC.
A few remarks should be made regarding GTAC in its

basic form.
(1) Different community results may arise from

separate label initializations and node orderings.
(2) The function f plays a pivotal role in that it defines

“community”.
(3) Stopping criteria will influence the community

result.
The following sections provide deeper discussion in

regards to the essential elements of Algorithm 1.

4.1 Initialization and computational order of the
nodes

It may seem intuitive that different initializations of
the labels or the prioritized ordering of the nodes for
computation may yield different community results,
however as shown in Ref. [10], the computational
ordering of the nodes does not greatly influence the
outcome. Thus, in later experiments we utilize the same
initialization and computational ordering used by the
Louvain method. This method assigns unique labels and
identification numbers to nodes upon initialization. The
node IDs are then used to form a prioritized, or ordered
list.

4.2 Different payoff functions for GTAC

There are many candidate payoff functions, f , available
for application in Step 5 of Algorithm 1. The careful
selection of f helps to dictate what defines a community
amongst the nodes. The following will highlight the
different formulations of f , which will subsequently
lead to the derivation of different GTAC variants.

4.2.1 GTAC using modularity criteria
Modularity[28] is defined as

Q D
1

2m

X
i;j

�
Ai;j �

kikj

2m

�
ı.ci ; cj / (8)

where ki D

X
j

Ai;j , and ci is the community to which

node i belongs. We use the Kronecker delta function
where ı.ci ; cj / D 1 if ci D cj , and 0 otherwise. The

normalization term uses m D
1

2

X
i

X
j

Ai;j .

If modularity is chosen as the payoff function,
maximizing F can be rewritten as

F D

KX
kD1

24 X
i2Ck

X
j 2Ck

�
Ai;j �

kikj

2m

�35 (9)
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The normalization term
1

2m
is omitted since it will not

influence the optimization solution. Here, K represents
the number of total clusters. Using the methodologies
provided earlier for GTAC and in Ref. [10], the strategy
for node x is given as
Ok D arg max

k

�Qk D

arg max
k

"P
inC2kx;in

2m
�

�P
totCkx

2m

�2
#
�"P

in

2m
�

�P
tot

2m

�2

�

�
kx

2m

�2
#
D

arg max
k

�
kx;in

m
�

P
tot �kx

2m2

�
(10)

where
kx;in D

X
x

X
j 2Ck

Ax;j (11)

X
tot
D

X
i

X
j 2Ck

Ai;j (12)

kx D

X
i

X
Ai;x (13)

where
P

in in Eq. (10) is the sum of weights inside the
cluster CK . The sum over x in Eq. (11) represents a
summation of the q nodes chosen for the game, where in
our game we chose q D 1. Equation (12) is the total talk
to CK . And Eq. (13) is the sum of talk to x. �Qk in Eq.
(10) represents the change in Qk provided a change in
player label.
4.2.2 GTAC using unnormalized most friends

criteria
In Label Propagation, network structure is the guide
by which nodes are driven into communities in lieu
of an optimization of community strength by use of
a measure[9]. We show that LP can be modeled as a
special case of GTAC. If the payoff function is chosen
to be the summation of within community talk, where F

is given by

F D

KX
kD1

24 X
i2Ck

X
j 2Ck

Ai;j

35 (14)

then the strategy for node x is resultingly

Ok D arg max
k

KX
kD1

0@ X
i2Ck ; i¤x

X
j 2Ck ; j ¤x

Ai;j

1AC
X

i2Ck ;i¤x

.Ax;i C Ai;x/ (15)

The first term in Eq. (15) signifies the F value for the

N�1 nodes excluding node x, and the second term is the
change in F value when assigning node x to community
Ck . The self-loop Ax;x is neglected because it should
not be allowed to influence the node’s strategy in this
framework. Since the first term is the same for all k, it
can be disregarded in the optimization, which reduces to
being

Ok D arg max
k

X
i2Ck ; i¤x

.Ax;i C Ai;x/ (16)

The formulation in Eq. (16) is called GTAC using
Unnormalized Most Friends criteria (GTAC-UMF). This
is the strategy group used for node x in both the weighted
and unweighted graph scenarios where the graphs may
be either directed or undirected. When using GTAC-
UMF in cases where the weight matrix A is symmetric,
Eq. (16) further reduces to

Ok D arg max
k

X
i2Ck ; i¤x

Ax;i (17)

Furthermore, if G is an unweighted graph then A will
be a binary matrix which admits the “majority vote”
strategy group for node x (i.e., join the community to
which most of its neighbors belong). This is precisely
the strategy used in LP[9].

Further analysis of Eq. (14) reveals limitations of LP.
It is trivial to see that maximizing F produces a global
optimum when all nodes merge into one conglomerate
component, or more simply letting K D 1. Because
GTAC is a local method, it is difficult for all the
nodes in one community to merge into another entirely
since the community structure is evolved sequentially
across the nodes. It is more likely that the result will
become stuck at a local optimum instead of a global,
provided that nodes are initialized as having their own
independent community. The limitation of Eq. (14) is
that it tends to merge communities together when larger
amounts of crosstalk is present, as is supported by later
experimentation (Section 7) which offers a number of
communities less than that of the ground truth.

Additionally, since
P

total D
P

inC
P

out is a
constant for a given weight matrix with a fixed
cluster arrangement, the optimization on Eq. (14)
can be changed from a maximization over

P
in to a

minimization over
P

out following the same process
as that resulting in Eq. (17).

P
out is defined as the

total crosstalk, i.e., the sum of weights across different
clusrters.

When comparing Eqs. (9) and (14), we see that the two
equations differ in only the subtracted term in Eq. (9),
which represents crosstalk. Thus the difference between
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the two is that Eq. (9) considers both within and crosstalk
while Eq. (14) only considers within talk. With the
task of maximizing modularity, the local and global
approaches yield different results according to Ref.
[1], which points out that modularity-based methods
(with the exception of the method by Blondel et al.[10])
have rather poor performance. This poor performance
worsens for larger systems with smaller communities
due to the well known resolution limit of modularity[1].
It follows that modularity maximization benefits in being
implemented as a local method rather than a global
method. This reasoning transcends to other techniques
as well. As pointed out, maximizing Eq. (14) in a global
fashion results in a singular connected component graph,
but if performed in a local way (as with the GTAC
method), more realistic clusters are formed so long as
the crosstalk among communities is not proportionally
too large.

4.2.3 GTAC using normalized most friends criteria
The GTAC-UMF algorithm suffers from the “rich
become richer” problem, i.e., when a community
becomes large it attracts more nodes making the
community larger. This problem exists no matter if the
attraction is caused by dense connections between nodes
or because of the large size of the community via the
summation of a large number of small connections being
large. The drawback of GTAC-UMF is that it fails to
consider the size of the group. To address this drawback,
we propose the GTAC using Normalized Most Friends
criteria (GTAC-NMF) with the optimization function in
Eq. (18). This formulation counter-balances the false
attraction caused by large communities using the size of
the group as a normalization parameter.

F D

KX
kD1

P
i2Ck

P
j 2Ck

Ai;j

jCkj
˛ (18)

where jCkj is the cardinality of Ck , and ˛ is a tuning
parameter with non-negative real value. It can be seen
that GTAC-UMF is a special case of GTAC-NMF when
˛ D 0.

Due to the normalization parameter, it is more difficult
to derive a simplified strategy for GTAC-NMF than for
GTAC-UMF. In order to obtain an optimal strategy, let
us compare the gains from the optimization function
(Eq. (18)) when node x joins either Ck1

or Ck2
. For

simplification, let us refer to these strategies as k1 and
k2, respectively. For k1, Eq. (18) becomes

Fk1
D

0B@ X
k¤k1; k¤k2

P
i2Ck ; i¤x

P
j 2Ck ; j ¤x

Ai;j

jCkj
˛

1CAC P
k2

jCk2
j
˛C

P
k1
C

P
i2Ck1

.Ax;i C Ai;x/

.jCk1
j C 1/˛

(19)X
k1

D

X
i2Ck1

; i¤x

X
j 2Ck1

; j ¤x

Ai;j (20)

X
k2

D

X
i2Ck2

; i¤x

X
j 2Ck2

; j ¤x

Ai;j (21)

To obtain the strategy k2, one would simply interchange
k1 and k2 variables of Eq. (19). Since the first term
in Eq. (19) is the same for both strategies, it may be
neglected in the comparison. Electing a better strategy
involves determining which provides a larger F , which
is decided by

Ok D arg max
k2fk1;k2g

.Fk1
; Fk2

/ (22)

We further simplify Eq. (22) by making the
approximation:

jCkn
j
˛
� .jCkn

j C 1/˛ (23)

Using the approximation in Eq. (23) on Eq. (22) provides

OkD arg max
k2fk1;k2g

0B@
P

i2Ck1

.Ax;iCAi;x/

jCk1
j
˛ ;

P
i2Ck2

.Ax;iCAi;x/

jCk2
j
˛

1CA
(24)

which can further be generalized for pairwise
comparisons to make the GTAC-NMF strategy,

Ok D arg max
k

X
i2Ck

.Ap;i C Ai;p/

jCkj
˛ (25)

We see in Eq. (25) that if ˛ D 0, GTAC-NMF reduces
to GTAC-UMF as shown in Eq. (16). The optimization
in Eq. (18) is the generalized form of that in Eq. (14).
Also, the solution to Eq. (25) is the generalized form of
Eq. (16), provided the approximation in Formula (23).

Now let us examine the influence on community
detection by the parameter ˛. An ˛ too large (e.g., larger
than 1) makes the algorithm susceptible to crosstalk
noise between the clusters. This crosstalk noise will
reinforce small group clustering offering a solution
consisting of a much larger number of communities
than in the ground truth. Setting ˛ too small (e.g.,
close to 0) will tend the results of GTAC-NMF toward
those of GTAC-UMF. The drawback of GTAC-UMF (the
resolution limit) is that smaller clusters get absorbed into
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the larger ones. In this instance the number of groups
will tend to be smaller than that of the ground truth. Per
application, a strategic choice of ˛ between 0 and 1 will
strike a balance between the two extremes.

4.3 Stopping criteria of GTAC

In the GTAC algorithm, and in others, there are a few
commonly used stopping criteria, which are enumerated
and detailed below. The stopping criterion used in each
experimental setup is explained in Section 7.

4.3.1 Modularity-based criteria
This method is used when it is desired for the stopping
criteria of the algorithm to correspond to a stagnation
in the modularity increase. This criterion is reached
when the difference of modularity between consecutive
iterations is less than some threshold value.

4.3.2 Bounded iteration
This method is straightforward and is further investigated
in Ref. [1]. In their experiments they found that at least
95% of labels were correctly classified by the end of
the 5th iteration, irrespective of the quantity of nodes.
The key advantages of this stopping criterion are that
it is unaffected by label loops in clustering caused by
node oscillations[1] and the run time of the algorithm for
a given iteration bound is a function of the number of
nodes and payoff function operations.

4.3.3 Unbounded iteration
In cases where a fixed number of iterations is not desired,
such as when initializations of node labels have a drastic
effect on algorithm convergence, unbounded iteration
methods are required. Typically, if all node labels do not
change between subsequent iterations, the equilibrium of
the algorithm is thought to have been achieved. Because
of the label oscillation phenomenon as mentioned in Ref.
[1], this method should not be used as the sole stopping
criteria. Instead, other stopping criteria should be used in
tandem, stopping the algorithm whenever either method
activates. Two types of unbounded iteration stopping
criteria are detailed below.

(1) Unique labels. The unique labels stopping
criterion will terminate the algorithm when the sets
(clusters) of node labels of a previous iteration are
the same as those in the current iteration. This
method can effectively avoid the oscillation problem
in many instances, however it can cause the issue of
early stopping if node labels start to exhibit transient
oscillatory behavior within a set of unique labels.

(2) Tabu list. A tabu list stopping criterion is to detect
periodic behaviors in clustering. A tabu list records the
clustering results over a finite number of iterations, such
as Nt iterations. It terminates when the clustering results
are repeated with the previous Nt iterations. Since the
tabu list is finite, adding a new entry entails removing
an existing entry, usually the oldest. Other means of
tabu list updating have been studied in Ref. [29]. To
reduce computational complexity, the recording of tabu
list does not begin until several iterations have been
completed, since it is presumed that convergence of the
node labels will not occur within the initial iterations.
A benefit of the tabu list is that it also addresses the
oscillation problem while also conquering the early stop
problem of unique labels, but at the cost of an increased
computational and storage complexity.

4.4 GTAC algorithm used in the experiments

Here, we list and explain the three GTAC algorithm
variants used within our experimentation. For every
algorithm variant, the nodes are initialized with unique
labels and IDs and subsequently processed in the order
of the node IDs.

4.4.1 GTAC-M
This variant uses Eq. (10) as the payoff function and a
modularity-based stopping criterion.

4.4.2 GTAC-UMF-UL and GTAC-UMF-TL
These variants use Eq. (16) as the payoff function, the
unique labels, and tabu list stopping criteria, respectively.

4.4.3 GTAC-NMF
This variant uses Eq. (25) as the payoff function and the
tabu list stopping criteria.

5 Hierarchical Game Theoretical Approach
to Clustering (HGTAC)

The GTAC algorithm and each variant can be extended to
a hierarchical version[30]. This version HGTAC iterates
the GTAC algorithms to form a hierarchical tree of
community detection results until a stopping criterion
for the hierarchy is met. There are two phases in each of
these iterations. Phase 1 implements the GTAC algorithm
until an equilibrium is achieved, and Phase 2 considers
each community obtained in Phase 1 as a distinct node
in the hierarchy, treating the total crosstalk between
communities as connection weights and the total within
talk as self-loops per community.

This hierarchical process iterates until a stopping
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criterion is met. Some stopping criteria for the
hierarchical process include stopping if the number of
resultant communities falls below a provided threshold
or if the parameter of the community detection result
satisfies a certain bounding requirement. This process is
outlined in Algorithm 2.

The first phase applies Algorithm 1 to obtain a
community detection result. This result is then passed
to the second phase where the nodes in the same
community are merged together into what is regarded as
a node in the next iteration. Iterations terminate when a
stopping criterion is met. The second phase considers
the summation of connections between communities as
connections between nodes in the new set of hierarchical
nodes. HGTAC algorithms have the same naming
convention as GTAC.

When using GTAC-M (which uses modularity-based
stopping criteria) as the first phase of HGTAC (HGTAC-
M), this method becomes that of the Louvain method
used in Ref. [10]. Additionally, the HGTAC-UMF is
similar to the Louvain method. In our experiments
with HGTAC-UMF, where Eq. (6) is maximized, the
stopping criterion can not be made similar to that of
the Louvain method since Eq. (16) will increase for
every community merger, in turn causing Eq. (6) to
increase as well. Instead, HGTAC-UMF is stopped when
all communities have merged. Experimental results
show that the second-to-last level of the hierarchy offers
relatively good performance.

6 Data Source/Experimental Setup

For community detection, two types of data can be used:
truthed and real world. The benefit of using truthed data
is that it contains known labels, whereas real world data
may not. Experiments in the literature generally utilize
synthetic data when it is important to allow for algorithm
analysis by means of varying the synthetic data structure
and configuration, but tend to use untruthed real world
datasets to prove merit in certain application areas.

Algorithm 2 HGTAC
1: Input: An ordered list of nodes with labels
2: Output: Node labels from community detection
3: while stopping condition not met do
4: Phase 1: Apply GTAC (Algorithm 1)
5: Phase 2: Use Phase 1 results to form new node in

hierarchy then update the current set of nodes.
6: end while
7: return nodes F Community detection result

6.1 Truthed data

We use the synthetic data generated from the
Lancichinetti-Fortunato-Radicchi (LFR) benchmark
network[31] in many of our experiments. These data
are widely used for testing community detection
algorithms[1, 32–34]. It provides several parameters which
allow for tuning of a network, such as the number of
nodes, the average node degree, a topology mixing
parameter (�t ), a weight mixing parameter (�w ), an
exponent for controlling the degree sequence (t1), an
exponent for controlling the community size distribution
(t2), and an exponent for varying the weight distribution
(ˇ). Additionally, a Gaussian data network is utilized in
our experimentation; this type of network is also studied
in Ref. [35].

6.2 Real world data

The value in performing community detection on real
world data revolves around helping to better understand
the complex and often immense data by means of
providing potential topological structure schemes or
insight into the network. This insight is valuable for
large networks especially when human inspection can
be expensive to perform. One type of example of a large
network where insight into the topological structure may
be desirable is that of online social networks. This work
uses data from the social media network Twitter[36].

6.3 Performance measure

To evaluate the performance of the various algorithms
for community detection, different methodologies are
used for the different types of datasets.
6.3.1 Truthed data
For datasets containing ground truth, the Normalized
Mutual Information (NMI) is used from Ref. [37]. NMI
is a measure used to determine the difference between
the ground truth and the community detection results
given by an algorithm.

Let us assume that nodes are grouped into K

communities by an algorithm. Let X denote the
observation of a single node’s label output, and Y denote
the label’s ground truth. For event X , the number
of nodes in each community is NX .k/, where k D

1; 2; : : : ; K and
P

k NX .k/ D N . The corresponding
ground truth event, Y , has NY .kG/ numbers of
nodes per community, where kG D 1; 2; : : : ; KG andP

kG
NY .kG/ D N . Using

PX .x D k/ � NX .k/=N (26)
as an approximation, the entropy of the event X is given
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