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Abstract: Global Positioning System (GPS) trajectory data can be used to infer transportation modes at certain times and locations. Such data have important applications in many transportation research fields, for instance, to detect the movement mode of travelers, calculate traffic flow in an area, and predict the traffic flow at a certain time in the future. In this paper, we propose a novel method to infer transportation modes from GPS trajectory data and Geographic Information System (GIS) information. This method is based on feature extraction and machine learning classification algorithms. While using GIS information to improve inference accuracy, we ensure that the algorithm is simple and easy to use on mobile devices. Applied to GeoLife GPS trajectory dataset, our method achieves 91.1% accuracy while inferring transportation modes, such as walking, bike, bus, car, and subway, with random forest classification algorithm. GIS features in our method improved the overall accuracy by 2.5% while raising the recall of the bus and subway transportation mode categories by 3.4% and 18.5%. We believe that many algorithms used in detecting the transportation modes from GPS trajectory data that do not utilize GIS information can improve their inference accuracy by using our GIS features, with a slight increase in the consumption of data storage and computing resources.
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1 Introduction

The popularity of smart portable devices facilitates the ability to collect Global Positioning System (GPS) trajectories of travelers. These trajectories are time-series data with each point constituting longitude, latitude, and timestamp value. Using these data, we can determine the location of a traveler at a certain time without additional calculation. Using simple statistical calculations, we can also know whether a traveler has visited a certain area, the number of visits, and the duration of the visit. However, if we want to obtain in-depth information, such as information on traffic flow or congestion in a certain area, we need to comprehend the data deeply. In this procedure, inferring transportation modes from GPS trajectories is particularly important, because it adds semantic information to the original data. Such semantic information enables further data analysis, for example, to establish the traveler’s movement modes, estimate traffic demand in a certain area, estimate the congestion degree of a road (by calculating car speed), perform accurate trajectory prediction, and estimate the calorie consumption of the traveler or the carbon dioxide emission of the vehicle caused by traveler’s movement. The results of these calculations can provide important basic data for intelligent transportation systems.
Many previous studies have focused on inferring transportation modes from time-series sensor data, and the algorithms can be divided into four categories: (1) The first category\(^ {4-10}\) only uses GPS trajectory data and no other information, such as Geographic Information System (GIS) data or travelers’ personal information to infer transportation modes. With the effect of traffic congestion and bad weather on GPS trajectory data, as well the resulting similarity of the GPS data in different transportation modes, the accuracy of these methods can be improved by using external information, such as GIS data and travelers’ personal information. (2) The second category\(^ {11-13}\) considers travelers’ personal information when inferring their transportation modes from GPS trajectory data. This type of research method can usually obtain higher inference accuracy than methods in the first category, but they involve dependence on travelers’ personal private data, which cannot always be obtained. (3) The third category\(^ {14-19}\) uses GPS trajectory data in combination with large volumes of GIS data to infer travelers’ transportation modes. These GIS data include those on road networks, subway networks, railway networks, and real-time bus locations. These methods can obtain highly accurate inference results, but they usually lead to reliance on large amounts of GIS data and complex calculations, which make them difficult to use in fully automatic processing mode. (4) The fourth category\(^ {20-28}\) uses a combination of time-series data produced by sensors of different types, such as GPS sensors, acceleration sensors, gyroscopes, and altitude sensors. These methods usually grant high inference accuracy while introducing reliance on multiple amounts of sensors, and difficulty in matching transportation mode data to geographic locations occurs when GPS sensors are not used. Unlike the aforementioned four categories of algorithms, our method uses GPS trajectory data and limited GIS information to infer travelers’ transportation modes. While utilizing GIS information to improve inference accuracy, our method ensures simplicity of the algorithm and easy automatic computing on mobile devices. Moreover, our method does not depend on travelers’ personal data or other sensors’ data besides GPS sensors.

In this study, we propose a novel method to infer transportation modes from travelers’ GPS trajectory data. This method uses GPS trajectory data and some GIS information to distinguish between five transportation modes, namely, walking, bike, bus, car (taxi and private car), and subway train (referring to subway sections above the ground to ensure good GPS signals). We extract 15 features from each trajectory and then use machine learning algorithm to classify feature vectors to determine transportation modes. Our feature extraction method differs from previous methods and has the following advantages. First, the nine statistical features of velocity, acceleration, and heading change speed we extract from each trajectory can reflect the distribution of velocity, acceleration, and heading change speed value in each trajectory; they also have a good restraining effect on relatively large GPS data error of a few trajectory points. Second, the GIS features we extract can effectively differentiate between bus, car, and subway modes, which are generally considered difficult to distinguish. The third advantage of our method is full account of easy algorithm usability and low computing and storage resource consumption when using GIS information, which allows our algorithm to run automatically on mobile terminal devices in offline mode. The machine learning classification algorithms we investigated include Decision Tree (DT), Random Forest (RF), AdaBoost, XGBoost, LightGBM, and Artificial Neural Network (ANN). Experimental use of our method on the GeoLife dataset shows that the RF classification algorithm achieves the highest accuracy.

The rest of this paper is organized in the following order. Section 2 is a literature review, which introduces previous research findings on this subject. Section 3 is a detailed introduction to our method, including feature extraction method and machine learning classification algorithms. Section 4 describes our experiment and findings. The last section provides the conclusion.

2 Literature Review

Many studies have explored machine learning methods to infer transportation modes from GPS trajectory data. Some of them\(^ {4-10}\) use GPS trajectory data solely and do not depend on any other external information. Zheng et al.\(^ {14, 5}\) divided GPS trajectory into segments and extract nine features from each segment, including five velocity features, one acceleration feature, one heading change-rate feature, one stop-rate feature, and one total travel distance feature, then used the DT algorithm to obtain a preliminary inference result. Thereafter the transition probability matrix is utilized between different transportation modes to modify the preliminary inference result to obtain the final inference result, which has 75% accuracy. Wang et al.\(^ {6}\) extracted 11 features related to velocity, acceleration, and heading
change rate from each trajectory, and then use box plot algorithm to remove outlier trajectories. Then, the remaining trajectories’ feature vectors are classified using the LightGBM algorithm, and a classification accuracy of 90.6% is achieved. Liu and Lee[7] used Recurrent Neural Network–Bidirectional Long Short-Term Memory (RNN-BLSTM) to infer transportation modes from GPS trajectories with end-to-end work mode. They used 3D time-series data of each trajectory, which consists of ($\Delta$longitude1, $\Delta$latitude1, $\Delta$t1), ($\Delta$longitude2, $\Delta$latitude2, $\Delta$t2), and so on, as input data for neural networks, and achieved an Area Under the Curve (AUC) value of 0.946 for transportation mode classification results. Considering the effects of traffic congestion, bad weather, and GPS error on GPS trajectory data, we believe that the aforementioned methods would achieve higher inference accuracy if appropriate external information (such as GIS data) is used.

Some studies[11–13] use travelers’ personal characteristics when inferring transportation modes from GPS trajectory data. Stopher et al.[11] considered whether a traveler owns a bike. Bantis and Haworth[12] investigated the GPS data of two special travelers: one who uses crutches (female, 40–59 years old, full-time worker) and another who uses a wheelchair (male, 22–39 years old, full-time worker), and identified the differences between them in terms of velocity distribution while using the same modes of transportation (walking, static, bus, or rail) and in terms of the two travelers’ probability to transition between different transportation modes. Such differences are used in detecting transportation modes and have helped improve the final inference accuracy. Obviously, travelers’ personal information is immensely helpful in inferring their modes of transportation, but in many cases, such personal information is difficult to obtain and some of them involves the privacy of travelers. Therefore, inferring transportation modes from GPS trajectory data without using travelers’ personal information is an important and worthwhile topic to consider.

Some articles[11, 14–19] use GIS information when detecting transportation modes from GPS trajectory data. Chung and Shalaby[14] matched every GPS point to a specific road and then inferred transportation modes based on the trajectory speed characteristics and traffic rules. The traffic rules include whether the road sections covered by the trajectory overlap with bus routes, whether the trajectory is along expressway sections (if so, walking and cycling can be excluded), and whether the trajectory goes in the wrong direction on any one-way road (if so, cars and buses can be excluded). Gong et al.[15] also matched each GPS point to a road, and then calculated average speed, speed at 85th percentile, acceleration at 95th percentile, total duration of each trajectory, and distance between the starting and ending points of each trajectory from the nearest bus and subway stations. Finally, the transportation mode was inferred with rules with manually set thresholds of each feature. The inference accuracy in the study is 86%. Stenneth et al.[18] obtained bus station location, railway line data, and buses’ real-time location data in one city, and calculated the distances between each point in the trajectory from the nearest bus, bus station, and railway line. Then, the researchers classified the GPS trajectory’s transportation modes into stationary, walking, bike, bus, car, and aboveground train with RF algorithm while considering the following trajectory features: average speed, average acceleration, average rail-line closeness, average bus closeness, and candidate bus closeness. An inference accuracy rate of 93.5% is obtained (three GIS features improve the accuracy by 17%). These algorithms can obtain higher inference accuracy than that of inference methods using GPS trajectory data alone. However, these algorithms generally consume a great amount of computing resources and some of them are difficult to process in a fully automatic calculation mode. Methods that use real-time location of all the buses in one city require connecting the calculating devices with all buses in the city when they are running in real-time inference mode, which exerts high requirements on the communication and computing resources of algorithm-calculating devices and onboard devices of the buses.

Some studies[20–23] use a combination of data from GPS and acceleration sensors to achieve transportation mode detection. Compared with calculating the average acceleration of each interval from GPS sensor data, the acceleration sensor provides instantaneous acceleration value, which makes it more effective in reflecting the dynamic characteristics of various transportation modes and thereby providing effective information in differentiating between transportation modes. Therefore, compared with relying solely on GPS sensor data, this type of approach can often obtain higher inference accuracy. Other studies[24–28] do not use GPS sensors, but rather use combinations of other sensor data from smartphones to infer transportation modes. For instance, Su et al.[24] and Su[25] used data from accelerometers,
A traveler may use multiple transportation modes in a GPS trajectory, such as walking → car → walking or walking → subway → walking. When a GPS trajectory segmentation method is used, a trajectory can be divided into multiple segment trajectories, with each segment trajectory traveled via a single transportation mode. The GPS trajectory segmentation methods proposed by Zheng et al.\textsuperscript{[4, 5]} and Stenneth et al.\textsuperscript{[29]} are effective in this task. They considered that a walking segment often exists during the transition from one transportation mode to another. Thus, they detected the walking segment trajectories by setting threshold values of speed, acceleration, heading change speed, and time duration, and then divided the trajectory into several sub-trajectories with the starting and ending points of the walking segment trajectories to obtain trajectories with a single transportation mode. Thereafter, some features can be extracted from each segment trajectory to form feature vectors, which are then used for classification into different transportation modes. We extract 15 features for each trajectory, specifically, nine statistical features related to velocity, acceleration, and heading change speed, two global features of the trajectory, and four GIS features.

3.1 Classification feature selection

A traveler may use multiple transportation modes in a GPS trajectory, such as walking → car → walking or walking → subway → walking. When a GPS trajectory segmentation method is used, a trajectory can be divided into multiple segment trajectories, with each segment trajectory traveled via a single transportation mode. The GPS trajectory segmentation methods proposed by Zheng et al.\textsuperscript{[4, 5]} and Stenneth et al.\textsuperscript{[29]} are effective in this task. They considered that a walking segment often exists during the transition from one transportation mode to another. Thus, they detected the walking segment trajectories by setting threshold values of speed, acceleration, heading change speed, and time duration, and then divided the trajectory into several sub-trajectories with the starting and ending points of the walking segment trajectories to obtain trajectories with a single transportation mode. Thereafter, some features can be extracted from each segment trajectory to form feature vectors, which are then used for classification into different transportation modes. We extract 15 features for each trajectory, specifically, nine statistical features related to velocity, acceleration, and heading change speed, two global features of the trajectory, and four GIS features.

3.1.1 Velocity features

For a GPS trajectory containing \( n \) data points, calculating the distance and time interval between each two adjacent data points would deliver distance \( \Delta s_i \), time length \( \Delta t_i \), and average velocity \( v_i \) of \( n-1 \) intervals, with \( i \in [2, n] \). Then, we can calculate the following three features.

**Feature 1. Average speed:** Its value is equal to the total traveled distance of the trajectory divided by the total time,

\[
V_{\text{avg}} = \frac{\sum_{i=2}^{n} \Delta s_i}{\sum_{i=2}^{n} \Delta t_i}
\]  

(1)

**Feature 2. Speed variance:** This feature can be calculated by statistical sample variance formula,

\[
V_{\text{variance}} = \frac{\sum_{i=2}^{n} (v_i - V_{\text{avg}})^2}{n-2}
\]  

(2)

**Feature 3. 85th percentile of speed:** The average speed of each interval in the trajectory, namely, \( v_2, v_3, \ldots, v_n \), is ordered from small to large to form a new serial data \( v'_2, v'_3, \ldots, v'_n \). Then we select the 85th percentile value as feature value,

\[
V_{85\text{th}} = v'_{[(n-1) \times 0.85]+1}
\]  

(3)

3.1.2 Acceleration features

For a trajectory containing \( n \) data points, the average acceleration \( a_i \) of \( n-2 \) intervals can be obtained. The formula is as follows:

\[
a_i = \frac{(v_i - v_{i-1})}{\Delta t_i}
\]  

(4)

where \( i \in [3, n] \). Then, the following three features can be calculated from \( a_3, a_4, \ldots, a_n \).

**Feature 4. Average acceleration:** The value of this feature is equal to the arithmetic average of the acceleration in each interval,

\[
A_{\text{avg}} = \frac{\sum_{i=3}^{n} \Delta a_i}{n-2}
\]  

(5)
Feature 5. Acceleration variance: This feature value can be calculated by the statistical sample variance formula,

$$A_{\text{variance}} = \frac{\sum_{i=3}^{n} (a_i - A_{\text{avg}})^2}{n - 3}$$  

(6)

Feature 6. 85th percentile of acceleration: The acceleration value of each interval, namely, $a_3, a_4, \ldots, a_n$, is ordered from small to large to form a new data series $a'_3, a'_4, \ldots, a'_n$. Then, we select the 85th percentile value as feature value,

$$A_{85\text{th}} = a'_{\lfloor(n-2)\times0.85\rfloor+1}$$  

(7)

3.1.3 Heading change speed features

For a trajectory containing $n$ GPS points, $n - 2$ average heading change speed, namely, hcs$_i$, can be calculated, where $i \in [3, n]$. The calculation steps are as follows:

1. The equivalent displacement of each point relative to the previous point can be represented by $r_i$, with formation ($\Delta$long$_i$, $\Delta$lat$_i$), which can be calculated as

$$\Delta\text{long}_i = (\text{long}_i - \text{long}_{i-1}) \cdot \cos(\text{lat}_i)$$  

(8)

$$\Delta\text{lat}_i = \text{lat}_i - \text{lat}_{i-1}$$  

(9)

where long$_i$ and lat$_i$ represent longitude and latitude value of the $i$-th GPS point in the trajectory, respectively.

2. The heading direction change angle of each point relative to the previous point (starting from the third GPS point) is calculated as

$$\text{hcs}_i = \arccos\left(\frac{r_i \cdot r_{i-1}}{\sqrt{r_i^2 + r_{i-1}^2}}\right)$$  

(10)

3. The heading change speed of each point (starting from the third GPS point) is calculated as

$$\text{hcs} = \frac{\text{hcs}_i}{\Delta t_i}$$  

(11)

Feature 7. Average heading change speed: The value of this feature is equal to the arithmetic average of the heading change speed in each interval,

$$\text{HCS}_{\text{avg}} = \frac{\sum_{i=3}^{n} \text{hcs}_i}{n - 2}$$  

(12)

Feature 8. Heading change speed variance: This feature value can be calculated by the statistical sample variance formula,

$$\text{HCS}_{\text{variance}} = \frac{\sum_{i=3}^{n} (\text{hcs}_i - \text{HCS}_{\text{avg}})^2}{n - 3}$$  

(13)

Feature 9. 85th percentile of heading change speed: The heading change speed value of each interval, namely, hcs$_3$, hcs$_4$, \ldots, hcs$_n$, is ordered from small to large to form a new data series hcs'$_3$, hcs'$_4$, \ldots, hcs'$_n$. Then, we select the 85th percentile value as feature value,

$$\text{HCS}_{85\text{th}} = \text{hcs'}_{\lfloor(n-2)\times0.85\rfloor+1}$$  

(14)

3.1.4 Global features

Feature 10. Total distance: The formula is

$$s_{\text{total}} = \sum_{i=2}^{n} \Delta s_i$$  

(15)

Feature 11. Stop rate: This is the proportion of intervals whose speed is equal to or less than 0.6 m/s in the trajectory,

$$l_{\text{rate}} = \frac{\text{count}_{u_i \leq 0.6 \text{m/s}}}{n - 1}$$  

(16)

3.1.5 GIS features

Considering the various degrees of curvature of the trajectory at different transportation modes, for instance, walking trajectory often features more turning, subway trajectory features less, and bus trajectory features less turning than the car trajectory, we introduce two features to describe the curvature degree of each trajectory.

Feature 12. Original and Destination (OD) points distance: This feature represents distance between the original point and the destination point of a GPS trajectory. The formula is

$$s_{\text{od}} = \text{distance}(\text{point}_{\text{origin}}, \text{point}_{\text{destination}})$$  

(17)

Feature 13. Straight rate: The formula is

$$\text{rate} = \frac{s_{\text{od}}}{s_{\text{total}}}$$  

(18)

Features 14 and 15. Ratio of low-speed points near bus and subway stations: Considering that buses and subway trains stop at specific stations where passengers embark and disembark, we calculate the distances between low-speed points in the trajectory and the nearest bus and subway stations. Then, we extract two features from them to differentiate between bus, subway, and other transportation modes.

Figures 1 and 2 show a bus and subway GPS trajectory from the GeoLife dataset, respectively. The blue dots in Figs. 1 and 2 indicate trajectory points with speed greater than 1 m/s, the red dots are trajectory points with speed equal to or less than 1 m/s, and the green squares are bus and subway stations. Figures 1 and 2 easily show that the points where the speed is equal to or less than 1 m/s in the bus trajectory are very close to bus stations, and the points where the speed is equal to or less than 1 m/s in the subway trajectory are very close to subway stations. Thus, we define two GIS features, one is the ratio of points within 80 m from the nearest bus station among all points whose speed is equal to or less than
The specific calculation steps of these two features are as follows:

1. All intervals with velocity equal to or less than 1 m/s in the trajectory are identified. The total number of such intervals is represented as count_total.

2. If no interval exists whose velocity is equal to or less than 1 m/s in the trajectory, the values of these two features are both set as \( 1 \).

3. For the trajectory with interval(s) whose velocity is equal to or less than 1 m/s, the distance from the ending point of the interval to the nearest bus station, \( d_{	ext{busstation}} \), and the distance from the ending point of the interval to the nearest subway station, \( d_{	ext{subwaystation}} \), are calculated. Considering possible error of GPS, we count the number of trajectory points that \( d_{	ext{busstation}} \leq 80 \text{ m} \) as count_b and the number of gps points that \( d_{	ext{subwaystation}} \leq 500 \text{ m} \) as count_s, and then we calculate the two feature values as

\[
\text{ratio}_LSP_{\text{nearbs}} = \frac{\text{count}_b}{\text{count}_\text{total}} \\
\text{ratio}_LSP_{\text{nearss}} = \frac{\text{count}_s}{\text{count}_\text{total}}
\]

3.2 Algorithm

3.2.1 GIS feature extraction method

In this section, we present two methods for calculating distances from low-speed points in the trajectory to the nearest bus and subway stations.

**Method 1. Fast calculation algorithm using local data.** As the ratio of low-speed points near the bus and subway station features in our algorithm involve calculating whether the distance from low-speed GPS points to the nearest bus station and subway station is equal to or less than 80 m and 500 m, we divide a large area (such as a city) into squared grids, each with a length and width of 500 m. Then, we name each grid with an ID, and store the location information of the bus station(s) and subway station(s) in each grid in the storage space corresponding to the grid ID. When dividing a not so large area into grids according to longitude and latitude, we can calculate the displacements of \( \Delta \text{lat} \) and \( \Delta \text{long} \) with the following formulas, which use the maximum absolute value of latitude \( \text{lat}_{\text{max}} \) in this area:

\[
\Delta Y_{\text{lat}} = R_{\text{radius}} \cdot \left( \frac{\Delta \text{lat}}{\pi} \right) \\
\Delta X_{\text{long}} = \cos \left( \frac{\text{lat}_{\text{max}}}{\pi} \right) \cdot R_{\text{radius}} \cdot \left( \frac{\Delta \text{long}}{\pi} \right)
\]

where \( R_{\text{radius}} \) is the radius of the earth, and \( \text{lat}_{\text{max}} \) is the highest latitude value of the area.

Then, the following steps can be performed to calculate the distance from a low-speed GPS point to the nearest bus and subway stations:

1. The ID of the grid where the GPS point is located is calculated according to the point’s latitude and longitude values.

2. The grid IDs of the eight grids surrounding the grid found in Step 1 are chosen. These nine grids constitute the candidate zone, which has a size of 1500 m × 1500 m.

3. All the bus and subway stations in the candidate zone are found. In most cities, the number of bus stations in a candidate zone should not be more than five, and the number of subway stations should not be more than two.

4. All the bus stations and subway stations in the candidate zone are iterated to obtain the smallest distance from the GPS point to the bus and subway stations.

5. If the storage space is large enough, the set of candidate bus stations and subway stations corresponding to each grid that GPS point located can be calculated and stored in advance, which can save time spent in Steps 2 and 3.
Method 2. Algorithm using Point-Of-Interest (POI) query service provided by online mapping company. Some online mapping companies provide free POI query service\textsuperscript{30}. We can use them to inquire about bus and subway station information around designated GPS points. The query results include the names of the bus and subway stations around the designated GPS points and the distances from these stations to the GPS point.

3.2.2 Classification algorithm

To find the most suitable classification algorithm for this task, we select six machine learning classification algorithms to classify the feature vectors of GPS trajectories and compare their results. The classification algorithms are DT\textsuperscript{31}, RF\textsuperscript{32}, AdaBoost\textsuperscript{33}, XGboost\textsuperscript{34}, LightGBM\textsuperscript{35}, and ANN\textsuperscript{36}. They are described as follows:

(1) DT

The DT we select is Classification And Regression Trees (CART), which is a binary tree that uses Gini index when searching the best split point. The formula for calculating the Gini index is

\[ Gini(D) = 1 - \sum_{i=1}^{n} p_i^2 \]  \hspace{1cm} (25)

where \( p_i \) represents the proportion of the \( i \)-th category sample in the current tree node.

Each time a tree splits at a feature’s value, the new Gini index is calculated as

\[ Gini(D)_{\text{new}} = \frac{M_1}{M} \cdot Gini(D_1) + \frac{M_2}{M} \cdot Gini(D_2) \]  \hspace{1cm} (26)

where \( M \) is the number of samples in the current tree node before splitting, and \( M_1 \) and \( M_2 \) are the number of samples in the left and right child tree nodes of current tree node after splitting.

When the tree splits, the candidate split points are the average value of each two adjacent feature values of every feature. After the new Gini index value for each candidate split point is calculated, the smallest one is selected to split the tree. CART continues splitting until the Gini index value is zero, or the tree reaches the restricted conditions, which are set for countering the overfitting effect. In our experiment, the maximum depth of the tree is restricted to seven to prevent an overfitting effect of the algorithm.

(2) RF

The RF algorithm uses a number of DTs to vote for the final classification result. When each DT is created, a part of the training samples is randomly selected. Not all the features are considered each time the split point is found when a tree splits. Only some candidate features chosen randomly are involved to find the best split point. In our experiment, we use the RF composed of 120 CART DTs. The number of candidate features used to calculate the best split point in a tree is three.

(3) AdaBoost

The AdaBoost algorithm uses a number of DTs to vote for the final classification result. The algorithm assigns each training sample an opportunity value to be selected when creating a DT, and then selects a portion of the samples based on those opportunity values to construct each tree. At the beginning of this algorithm, the selected opportunity of every sample is set with the same value. After each decision tree is created, the tree is used to classify all training samples immediately. Then, the selected opportunity values of the incorrect classified samples are increased and the selected opportunity values of the correct classified samples are decreased before the next decision tree is created. After all the decision trees have been created, the error rate of each tree to the train samples is recorded. When trees vote for the sample category, each tree holds a voting weight of \( \log((1 - \text{error\_rate})/\text{error\_rate}) \) with the error_rate value of itself. In our experiment, 500 CART decision trees are used to construct an AdaBoost classifier, and the maximum depth of each tree is set to 16.

(4) XGboost

The XGboost algorithm is composed of many CART regression trees. For each sample, the algorithm sums the result of each tree to obtain the final regression value, and then calculates the category information. The loss function contains regularization items to counter overfitting. The formulas are

\[ \Omega_j = y^T + \frac{1}{2} \lambda \sum_{s=1}^{T} w_s^2 \]  \hspace{1cm} (27)

\[ \text{obj}(\theta) = \sum_{i=1}^{n} l(y_{o-i}, y_i) + \sum_{j=1}^{K} \Omega_j \]  \hspace{1cm} (28)

where \( \Omega \) represents the regular term in the objective function of a regression tree, \( T \) represents the number of leaf nodes of a tree, \( w_s \) represents the value of the \( s \)-th leaf node of a tree, \( \text{obj}(\theta) \) represents the optimized target function of the XGboost algorithm, \( l \) represents the error function of a sample, and \( y_i \) and \( y_{o-i} \) represent true value and regression value of the sample \( i \), respectively.

The preceding object function is expanded by the second-order Taylor formula. With some deductions
and merges, the minimum object value of each tree can be calculated as
\[
\text{obj}_{\text{min}} = -\frac{1}{2} \sum_{j=1}^{T} \frac{G_j^2}{H_j + \lambda} + \gamma T
\]  
(29)
and leaf’s regression value is
\[
w_j = -\frac{G_j}{H_j + \lambda}
\]  
(30)
where \(G_j\) and \(H_j\) represent the sum of first and second partial derivatives value of function \(l\) respect to variable \(u_j\) of all samples which is located at \(j\)-th leaf of the decision tree.

When each tree is created, the best structure is searched to reach the minimum object value. In our experiment, the XGBoost algorithm includes 550 trees, the maximum depth of each tree is 5, and the values of parameters \(\gamma\) and \(\lambda\) is 0 and 1.

(5) LightGBM

This algorithm is a gradient boosting DT algorithm that uses some strategies to speed up the calculation and at the same time helps counter overfitting, thereby improving the generalization ability. When calculating the feature splitting point of the CART tree, LightGBM uses the gradient-based one-side sampling strategy to narrow down the selection range. The algorithm sorts the samples according to their gradient values, selects the top samples with ratio \(a\), and then randomly selects samples from the remaining data with ratio \(b\), multiplies the coefficient of \((1-a)/b\) to amplify their influence. This algorithm also uses the exclusive feature bundling strategy to bind some mutually exclusive features into a bundle to further improve the calculation speed. In our experiment, the values of parameters \(a\) and \(b\) are 0.2 and 0.1, the maximum depth of each tree is 10, and the minimum data count in a tree leaf is 30.

(6) ANN

The ANN we use includes one input layer, three hidden layers, and one output layer. Neurons in adjacent layers are fully connected. The input layer has 15 nodes, which correspond to 15 features of each trajectory. Each one of the hidden layers contains 90 neurons. The output layer has five nodes that correspond to the probability of each category. We use the batch train and dropout strategies to counter the overfitting effects of this algorithm. The batch size value and dropout value we select are 2000 and 0.8.

We use sigmoid function as the activation function. Then, we calculate the softmax value of the output layers, and figure out its cross-entropy value with the real category of the sample as the loss value of this algorithm. Their formulas are
\[
sigmoid(x) = \frac{1}{1 + e^{-x}}
\]  
(31)
\[
y_{i-\text{softmax}} = \frac{e^{y_i}}{\sum_{j=1}^{5} e^{y_j}}
\]  
(32)
\[
\text{error} = -\sum_{i=1}^{5} y_{i-\text{groundtruth}} \log_2 y_{i-\text{softmax}}
\]  
(33)
where \(y_{i-\text{softmax}}\) represents the output value of \(i\)-th node in the softmax layer, \(y_i\) represents the \(i\)-th node value of the output layer, error represents the optimized target value of Back Propagation (BP) neural network algorithm, and \(y_{i-\text{groundtruth}}\) represents the \(i\)-th element value in the vector of a sample.

Then, we use Adam gradient descent algorithm to find the minimum loss value of the train samples in one train batch. The formulas for calculating the step length of the Adam gradient descent algorithm are
\[
g_{t+1} = \frac{1}{m} \cdot \nabla \text{error}_{t+1}
\]  
(34)
\[
s_{t+1} = \rho s_t + (1 - \rho_1)g_{t+1}
\]  
(35)
\[
r_{t+1} = \rho_2 r_t + (1 - \rho_2)g_{t+1} \odot g_{t+1}
\]  
(36)
\[
\Delta \theta_{t+1} = -\varepsilon \cdot \frac{s_{t+1}}{\sqrt{r_{t+1}}} \frac{1 - \rho_1^{t+1}}{\sqrt{1 - \rho_2^{t+1} + \delta}}
\]  
(37)
where \(g_{t+1}\) represents the gradient vector of the error function during the \(t + 1\) round of training, \(s\) and \(r\) are the intermediate variables with the value of \(s_0\) and \(r_0\) are zero, \(\odot\) operator generates a vector with the same shape of the two operand vectors and each element in the result vector is equal to the multiplication result of the two corresponding elements in left and right operand vectors, \(\Delta \theta_{t+1}\) is the moving step of Adam gradient descent strategy in the \(t + 1\) round of training.

4 Experiment and Result

4.1 Data description

The open-source GPS trajectory dataset GeoLife provided by Microsoft Research Asia is used to verify the method proposed in this paper. This dataset was collected by 182 volunteers over a five-year period from April 2007 to August 2012. The dataset contains 24 178 078 data points, each composed of volunteer ID,
time and date, longitude, latitude, and altitude. The dataset also includes 14,718 transportation mode data provided by volunteers, with each data piece composed of volunteer ID, starting time, ending time, and mode of transportation used during the period. Matching these travel mode data with the GPS trajectory data, we found 9592 GPS trajectories with transportation mode labels. Then, the following standards are implemented to select eligible data for our experiment:

1. The data capture frequency of GPS trajectory points is equal to or larger than 0.033 Hz, i.e., the time interval between adjacent GPS points does not exceed 30 s.
2. At least 30 valid time intervals should exist in a trajectory.

We calculate speed, acceleration, and heading change speed of each interval in each trajectory. Then, we delete the data on intervals longer than 30 s and the next pieces immediately following them. Thereafter, the number of valid interval data in each trajectory is counted and trajectories with less than 30 valid interval data are deleted. The preceding steps left us with a total of 8308 trajectories of transportation modes in walking, bike, bus, car (taxi and private car), and subway. The statistical data are shown in Figs. 3–5.

4.2 Feature extraction
The feature extraction method described in the Section 3 is adopted to extract features from the experiment data. Due to lack of location information on bus and subway stations, we use the POI query service provided by Baidu to obtain the distances between low-speed points in trajectories and the nearest bus and subway stations. Then, we calculate the ratio of low-speed points near the bus station and the ratio of low-speed points near the subway station.

Figures 6–16 show the distributions of some feature data in our experiment.

Figures 17 and 18 show the ratio of low-speed points within 80 m from the nearest bus station among all
low-speed points and the ratio of low-speed points within 500 m from the nearest subway station among all low-speed points for different transportation modes in trajectories that contain low-speed points ($v \leq 1$ m/s).

4.3 Result

For the trajectories of each transportation mode, 80% were taken as training samples and the remaining 20% as testing samples, which offered 6645 pieces of training sample trajectories and 1663 pieces of testing sample trajectories. DT, RF, AdaBoost, XGboost, LightGBN, and ANN classification algorithms were used on the training data to build classifiers. Then, they were applied to the testing and training data to calculate the accuracy. Table 1 shows the results with all of the 15 features of...
Fig. 16 Distribution of ratio of low-speed points near subway station.

Fig. 17 Average value of Feature 14 of each transportation mode of trajectories that contain low-speed points.

Fig. 18 Average value of Feature 15 of each transportation mode of trajectories that contain low-speed points.

Table 1 Classification accuracy of six algorithms. (%)

<table>
<thead>
<tr>
<th>Classification algorithm</th>
<th>Train samples accuracy</th>
<th>Test samples accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>88.9</td>
<td>86.5</td>
</tr>
<tr>
<td>RF</td>
<td>100.0</td>
<td>91.1</td>
</tr>
<tr>
<td>AdaBoost</td>
<td>100.0</td>
<td>90.5</td>
</tr>
<tr>
<td>XGBoost</td>
<td>89.3</td>
<td>88.5</td>
</tr>
<tr>
<td>LightGBM</td>
<td>100.0</td>
<td>90.0</td>
</tr>
<tr>
<td>ANN</td>
<td>93.3</td>
<td>88.3</td>
</tr>
</tbody>
</table>

each trajectory.

The RF classification algorithm delivered the highest accuracy rate, which is 91.1% on the testing samples. Its confusion matrix is shown in Table 2.

Table 2 Confusion matrix of RF algorithm on test samples. (%)

<table>
<thead>
<tr>
<th>Inference</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bike</td>
<td>264</td>
</tr>
<tr>
<td>Bus</td>
<td>3</td>
</tr>
<tr>
<td>Car</td>
<td>5</td>
</tr>
<tr>
<td>Walking</td>
<td>13</td>
</tr>
<tr>
<td>Subway</td>
<td>1</td>
</tr>
</tbody>
</table>

Ground truth:

<table>
<thead>
<tr>
<th>Inference</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bike</td>
<td>264</td>
</tr>
<tr>
<td>Bus</td>
<td>3</td>
</tr>
<tr>
<td>Car</td>
<td>5</td>
</tr>
<tr>
<td>Walking</td>
<td>13</td>
</tr>
<tr>
<td>Subway</td>
<td>1</td>
</tr>
</tbody>
</table>

Precision (%) 92.3 87.3 85.6 93.6 96.0 –

To evaluate the contribution of GIS features, we calculated the classification accuracy of the RF classification algorithm on the conditions without using four GIS features (12–15) and without using two GIS features (14 and 15). Tables 3–5 show the accuracies and confusion matrices of the two scenarios.

These results show that using the four GIS features markedly improved the accuracy of the algorithm, especially for the bus and subway transportation modes.

5 Conclusion

In this study, we proposed a novel method of GPS trajectory transportation mode detection. We attempt to
improve the accuracy of the algorithm by using statistical features of speed, acceleration, heading change speed, and GIS features that are easy to calculate. Experiments on open-source GPS trajectory dataset GeoLife show that compared with some traditional methods, ours can obtain higher inference accuracy.

The statistical functions of speed, acceleration, and heading change speed (average value, variance, and 85th percentile value) of each interval in the trajectory are used as nine features of the trajectory. These statistical function values can comprehensively describe the distribution of these random variables and also have good countermeasure against the relatively large GPS error of few points. Experiments on the GeoLife dataset show that these features are effective in differentiating between various transportation modes. With the nine statistical features and the other two global trajectory features, the RF classification algorithm achieved 88.6% accuracy.

We used GIS information to improve the inference accuracy of the algorithm. An advantage of our study over similar ones is full consideration of the algorithm’s low consumption of storage and computing resources, as well as the ability to perform well without online data. Experiments on the GeoLife dataset show that these GIS features in our algorithm can effectively improve the inference accuracy, especially for the bus and subway modes, whose recall values increased from 84.9% and 71.3% to 88.3% and 89.8%, respectively, when the four GIS features were added.

Our method achieved relatively high inference accuracy on the GeoLife dataset shows that this algorithm can obtain good results when applied to the GPS trajectory data with low capture frequency, which could reduce the GPS data capture frequency requirement for recognizing transportation modes from GPS trajectory data. Thus, the power consumption of mobile device consumed by GPS data collection can be reduced.

We believe that many algorithms for detecting the transportation modes from the GPS trajectory data that do not utilize GIS data can improve their inference accuracy by using our GIS features, with slightly increased consumption of data storage resources and computing resources of their algorithms. The proposed algorithm can be extended to the inference of additional new transportation modes. For instance, trains can be included by adding a feature that describes the distance between low-speed points in the trajectory and the nearest railway station, and the calculation method of the new feature would be similar to the computing method of Features 14 and 15 of this algorithm. Our method does not perform well in distinguishing cars from buses. The RF classification algorithm applied to the testing samples from the GeoLife dataset resulted in a recall of only 81.9% for the car category. A ratio of 13.7% of the car mode sample was mistakenly recognized as bus. To address the defect, we can adopt the approach mentioned in Ref. [18], i.e., obtaining the real-time location of each bus in the city and calculating the distance from the GPS point to the nearest bus as a feature to raise the classification accuracy for the bus and car categories.
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