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Boosting the Information Transfer Rate of an SSVEP-BCI System Using Maximal-Phase-Locking Value and Minimal-Distance Spatial Filter Banks

Ke Lin, Shangkai Gao, and Xiaorong Gao*

Abstract: For Brain-Computer Interface (BCI) systems, improving the Information Transfer Rate (ITR) is a very critical issue. This study focuses on a Steady-State Visually Evoked Potential (SSVEP)-based BCI because of its advantage of high ITR. Unsupervised Canonical Correlation Analysis (CCA)-based method has been widely employed because of its high efficiency and easy implementation. In a recent study, an ensemble-CCA method based on individual training data was proposed and achieved an excellent performance with ITR of 267 bit/min. A 40-target SSVEP-BCI speller was investigated in this study, using an integration of Minimal-Distance (MD) and Maximal-Phase-locking value (MP) approaches. In the MD approach, a spatial filter is developed to minimize the distance between the training data and the reference sine signal, and in this study, two different types of distance were compared. In the MP approach, a spatial filter is developed to maximize the Phase-Locking Value (PLV) between the training calibration data and the reference sine signal. In addition to the fundamental frequency of stimulation, the harmonics were used to train MD and MP spatial filters, which formed spatial filter banks. The test data epoch was multiplied by the MP and MD spatial filter banks, and the distances and PLVs were extracted as features for recognition. Across 12 subjects with a 0.4 s-data length, the proposed method realized an average classification accuracy and ITR of 93% and 307 bit/min, respectively, which is significantly higher than the current state-of-the-art method. To the best of our knowledge, these results suggest that the proposed method has achieved the highest ITR in SSVEP-BCI studies.
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1 Introduction

Brain-Computer Interfaces (BCIs) are pathways by which the brain communicates directly with external devices that extract brain signals; these interfaces provide a new way to communicate and have received increased attention in recent years[1–3]. Steady-State Visually Evoked Potential (SSVEP) is a widely used BCI technology which has a high classification accuracy and high Information Transfer Rate (ITR)[4–6]; however, further improvement of the ITR in SSVEP-BCI systems remains a critical concern. The unsupervised learning methods based on Canonical Correlation Analysis (CCA) achieve good performances in BCIs[7] especially SSVEP-BCI systems[5, 8–10]. The CCA method is used to construct spatial filters that maximize the correlation coefficient between the multichannel electroencephalogram (EEG) signal and the reference signal. The reference signal is usually a combination of sinusoidal and cosine signals with the flickering stimulus frequency and its harmonics, and it is based on an unsupervised learning
method. This CCA-based unsupervised method can be quickly and easily used because no training is required. Moreover, superior ITRs can be obtained by such methods. For example, the ITR of a speller proposed by Chen et al.\textsuperscript{[3]} is up to 105 bit/min.

Recently, supervised learning methods based on training data in SSVEP-BCI systems have received much attention\textsuperscript{[4–8,11–15]}. In a recent study, both sine-cosine and training data were used as reference signal in CCA algorithm, and with the information provided by the training data, an ITR of 267 bit/min was achieved\textsuperscript{[6]}. To the best of our knowledge, this is the highest ITR reported in BCI studies. Canonical correlation coefficients obtained by training data can also be used to train classifiers for testing\textsuperscript{[14]}. A multiway CCA proposed by Zhang et al.\textsuperscript{[11]} applied tensor decomposition on training data to find the appropriate reference signals. An L1-regularized multi-way CCA was developed based on a multi-way CCA by imposing L1 regularization on the multi-way array optimization to improve system performance\textsuperscript{[12]}. Zhang et al.\textsuperscript{[13]} also proposed an Mset-CCA method which learns multiple linear transforms to maximize the overall correlation among canonical variates from multiple EEGs sets. A maximum evoked response spatial filter obtained from training data which extract validated SSVEP signals while suppressing the background EEG signals and noises was introduced to detect idle states in an asynchronous SSVEP-BCI system\textsuperscript{[15]}. For the Visual Evoked Potential (VEP) signal and other evoked signals, the signal recorded by a single electrode in the scalp EEG is considered to be a weighted summation of each individual source signal on the cerebral cortex through the volume conductor effect\textsuperscript{[16,17]}. Therefore, it is a common method to obtain the task-related source signal by the space filtering method to solve the EEG inverse problem\textsuperscript{[18–24]}. For the SSVEP signal, since it is a steady-state sinusoidal signal, a good spatial filter should make the spatial filtered source signal more similar to the sinusoidal signal with the same frequency. In addition, phase-based methods have also been introduced in SSVEP signal processing\textsuperscript{[25]}, in which the Phase-Locking Value (PLV) was used to measure the phase synchronization of two signals by their instantaneous phase difference. The PLV between an SSVEP signal and a reference complex signal with the estimated stimulus frequency was extracted as features to train a support vector machine classifier. The results showed that the PLV-based method outperformed the CCA method.

The aim of this study is to increase the ITR of a multi-frequency SSVEP-BCI system (40 frequencies in this study). Minimal-distance and maximal-PLV spatial filters with information from the amplitude and phase dimensions, respectively, were designed to extract the SSVEP. For the multi-channel EEG signal corresponding to a particular frequency, one spatial filter was developed to minimize the distance between the single channel data after weighted averaging and the reference sine signal, where the reference sine signal was the averaged data across trials. Two types of distances, Pearson’s correlation distance and Euclidean distance, were used in this study. Another spatial filter was developed to maximize the PLV between the weighted spatial averaged single channel data and the reference sine signal. In addition to the fundamental frequency, spatial filters were also trained using harmonics. All the spatial filters formed Maximal-Phase-locking value (MP) and Minimal-Distance (MD) spatial filter banks. The classification accuracy and ITR were compared with a state-of-the-art method\textsuperscript{[6]} to demonstrate the effectiveness of the proposed method.

2 Materials and Methods

2.1 Data acquisition

In this study, the online data from the state-of-the-art method\textsuperscript{[6]} was used. Twelve healthy subjects (five females of 23–29 years old) participated in the offline experiment. The visual flickers were presented using the sampled sinusoidal stimulation method by the joint frequency-phase modulation method\textsuperscript{[6]}. The frequency and initial phase of each stimulus are illustrated in Fig. 1. Each stimulus was rendered in a 140 × 140 pixel square. Electroencephalogram data were recorded at a sampling rate of 1000 Hz. Nine EEG electrode sites over parietal and occipital areas (Pz, PO5, PO3, POz, PO4, PO6, O1, Oz, and O2) were selected. Electrode impedances were kept below 10 kΩ.

The experiment was separated into a training session and a test session. The training session consisted of 12 blocks and each block contained 40 trials, corresponding to each frequency. The training blocks were used to generate the spatial filters and derive SSVEP templates. The test session included five blocks and each block also contained 40 trials. Spatial filters and SSVEP templates obtained in the training session were used to classify the data recorded in each trial.
Each trial lasted 1 s, which includes 0.5 s for visual stimulation and 0.5 s for gaze shifting and rest.

2.2 Data processing

Before analyzing the data, all data epochs were downsampled to 250 Hz. The data epochs were also manually delayed for 0.14 s because of the latency delay in the visual pathway[26].

2.2.1 MP spatial filter

PLV was defined using Eq. (1)[25–28].

\[
\text{PLV}(x_1, x_2) = |E(e^{j\Delta\phi_l})| = \frac{1}{T} \sum_l (e^{j\Delta\phi_l})
\]

(1)

Here, \(x_1\) and \(x_2\) are two signals with \(T\) samples; \(\Delta\phi_l\) is the phase difference between \(x_1\) and \(x_2\) at temporal sample \(t\), and \(E[\cdot]\) denotes the expected value. If \(x_2\) is a sine signal, the PLV is between 0 and 1, which is positively correlated with the instantaneous phase stability of \(x_1\). When PLV = 1, it indicates that the instantaneous phase of \(x_1\) is perfectly stable, and when PLV = 0, it indicates a totally chaotic signal.

For the multi-trial EEG signal \(\vec{X} = (X_{(1)}, X_{(2)}, \ldots, X_{(L)})\) and reference sine signal \(y_2 = \sin(\omega t) = \sin(2\pi ft)\), we aim to find a spatial filter \(w_p\) that maximizes the PLV between the spatial filtered data and reference, where \(L\) represents the number of trials. Therefore, the optimization criterion of the maximum PLV of the spatially filtered single channel data can be expressed by Formula (2):

\[
\arg \max_{w_p} \sum_l \text{PLV}(w_p X_{(l)}, y_2)
\]

(2)

where \(l\) is the index of trial.

The Hilbert transform was used to obtain the instantaneous phase, and a gradient descent algorithm can be used to optimize \(w_p\). Denoting \(y_{(l)} = w_p X_{(l)}\) and taking the derivative of Formula (2), after a series of simplifications, we obtain

\[
\frac{\partial}{\partial w_p} \sum_l \text{PLV}(w_p X_{(l)}, y_2) = \frac{1}{L \cdot T} \sum_l \left( \sum_l \left( \frac{A}{\sqrt{A^2 + B^2}} \right)^2 + \left( \sum_l \frac{B}{\sqrt{A^2 + B^2}} \right) \right) \frac{A}{\sqrt{A^2 + B^2}} - \frac{1}{\sqrt{A^2 + B^2}} \left( A' \cdot A + B' \cdot B' \right) + \left( \sum_l \frac{B}{\sqrt{A^2 + B^2}} \right) \left( B' \cdot A + B' \cdot B \right) \right)
\]

(3)

Here, \(A = y_{(l)}(t) \sin(\omega t) - \hat{y}_{(l)}(t) \cos(\omega t)\) and \(B = y_{(l)}(t) \cos(\omega t) + \hat{y}_{(l)}(t) \sin(\omega t)\). \(\hat{y}_{(l)}(t) = \text{HT}(y_{(l)}(t))\).

The iterative refinement formula is given as

\[
w_{p, (i+1)} = w_{p, (i)} + \alpha \frac{\partial}{\partial w_p} \sum_l \text{PLV}(w_{p, (l)} X_{(l)}, y_2)
\]

(6)

Here, \(i\) denotes the iteration index, and \(\alpha\) denotes the iteration step. A line search algorithm was applied with \(\alpha = 10^q\), \(q = [-5, 5]\), and the \(\alpha\) with the largest increment in one step was used. When the variation between two iterations was lower than the bottom threshold \(10^{-6}\) or the iteration time was greater than the upper threshold (1000), the iteration was stopped, and the current \(w_p\) was the optimal MP spatial filter.

2.2.2 MD spatial filter

To make the spatial-filtered single channel signal more similar to the sine template of the same initial phase,
we aim to obtain the minimum distance between the two signals. We use two common distances: Pearson correlation distance and Euclidean distance as MD$_1$ and MD$_2$, respectively.

1. Pearson correlation distance (MD$_1$)
For multiple channel EEG data $\hat{X} = \{X(1), X(2), \ldots, X(L)\}$, where $L$ represents the number of trials, we aim to find a spatial filter $w_{d1}$ that minimizes the Pearson correlation distance between the spatial filtered single channel data $y = \{y(1), y(2), \ldots, y(L)\}$ and the reference sine signal $y_2 = \sin(o f t) = \sin(2\pi f t)$. The optimization goal is shown as

$$\arg \max_{w_{d1}} \sum_l \left( \text{Corr}(y(l), y_2) \right) = \arg \max_{w_{d1}} \frac{\sum_l (y(l)(i) - \hat{y}(l))(y_2(i) - \hat{y}_2)}{\sqrt{\sum_l (y(l)(i) - \hat{y}(l))^2} \sqrt{\sum_l (y_2(i) - \hat{y}_2)^2}}$$

(7)

Here, Corr($\cdot$) denotes Pearson correlation coefficient and $\hat{\cdot}$ denotes the mean of $\cdot$. Equation (7) is the CCA between $X(l)$ and $y_2$. $w_{d1(l)}$ can be obtained by solving the generalized eigenvalue. For multi-channel EEG data, the average value of $w_{d1(l)}$ was the minimal Pearson correlation distance spatial filter.

2. Euclidean distance (MD$_2$)
Similar as MD$_1$, the optimization goal of MD$_2$ was shown as

$$\arg \min_{w_{d2}} \sum_l \text{Euc}(w_{d2} X(l), y_2) = \arg \min_{w_{d2}} \sqrt{\sum_l (w_{d2} X(l)(i) - y_2(i))^2}$$

(9)

where Euc($\cdot$) denotes Euclidean distance. Equation (9) can be solved by least square method. For multi-channel EEG data, the average value of $w_{d2(l)}$ was the minimal Euclidean distance spatial filter.

$$w_{d2} = \frac{1}{L} \sum_l w_{d2(l)}$$

(10)

Figure 2 shows the schematic diagram of MP, and MD$_1$ and MD$_2$.

2.2.3 MP&MD spatial filter bank
Each data epoch was z-scored before training MD and MP spatial filters. The initial iterative value for each MP spatial filter is the spatial filter obtained by
cannonical correlation analysis between the training epochs and traditional sine-cosine references. The data used to train MP spatial filter was narrow band-pass filtered to the frequency range of interest. Once the iterative initial value was set, the MP spatial filters were obtained using the algorithm described in Section 2.2.1. Likewise, MD spatial filters can be obtained using the method described in Section 2.2.2. In addition to the fundamental frequency, the associated harmonics frequencies were also useful for classification\cite{29-31}. Training data epochs $\tilde{X}^{(f)}$ of frequency $f$ is first band-pass filtered into $N$ banks $(\tilde{X}_1^{(f)}, \ldots, \tilde{X}_N^{(f)})$ using the similar method proposed in a previous study\cite{30}. The passband frequency was $[8k - 2, 90], k = 1, \ldots, N$. $N$ was 4 in this study based on the result obtained in Section 3.1. Using $(\tilde{X}_1^{(f)}, \ldots, \tilde{X}_N^{(f)})$, we can obtain a series of MP filters $w_{d,1}^{(f)}, \ldots, w_{d,N}^{(f)}$ and MD filters $w_{p,1}^{(f)}, \ldots, w_{p,N}^{(f)}$. These spatial filters formed spatial filter banks. Averaging $(\tilde{X}_1^{(f)}, \ldots, \tilde{X}_N^{(f)})$ by trial, we can obtain the template signal $Y_k^{(f)}, \ldots, Y_N^{(f)}$. In the test session, test data epoch $X$ was also filtered into different banks $X_1, \ldots, X_N$.

By multiplying $X_k$ with $w_{p,k}^{(f)}, i = 1, 2, \ldots, 40$, we can obtain 40 single channel data. Likewise, by multiplying $Y_k^{(f)}$ with $w_{p,k}^{(f)}, i = 1, 2, \ldots, 40$, we can also obtain 40 single channel data. By calculating the PLV between these two single channel data series, we can obtain $\gamma_k^{(i)}, i = 1, 2, \ldots, 40$. A similar operation was performed with $w_{d,k}^{(f)}, i = 1, 2, \ldots, 40$, and the Pearson correlation distance (or Euclidean distance) between two single channel data series was obtained, denote as $\rho_k^{(i)}, i = 1, 2, \ldots, 40$. By a weighted summation of $\gamma_k^{(i)}$ and $\rho_k^{(i)}$, we obtain

$$\tilde{\gamma}^{(i)} = \sum_{k=1}^{N} a(k) \cdot (\gamma_k^{(i)})^2 \tag{11}$$

$$\tilde{\rho}^{(i)} = \sum_{k=1}^{N} a(k) \cdot (\rho_k^{(i)})^2 \tag{12}$$

Here, $a(k) = k^{-1/2}$ based on the principle of power law. By adding $\tilde{\gamma}^{(i)}$ and $\tilde{\rho}^{(i)}$, we can obtain $\tilde{\sigma}^{(i)} = \tilde{\gamma}^{(i)} + \tilde{\rho}^{(i)}$. The frequency with the maximal value among $\tilde{\sigma}^{(i)}, i = 1, 2, \ldots, 40$, was the final output. The classification procedure was illustrated as Fig. 3.

### 2.2.4 Evaluation of the proposed method

To evaluate the proposed MP&MD method, it was compared with the state-of-the-art method\cite{6}. In addition to the standard CCA method, the state-of-the-art method combined correlation analysis between test data and SSVEP template signals. The detailed description of the ensemble-CCA method is omitted here and can be obtained in that study\cite{6}.

Classification accuracy and ITR are the two criterions used in this study. ITR was defined as follows:

$$\text{ITR} = \frac{\text{classifying accuracy}}{20 \times \text{time for processing}}$$

![Fig. 3 Flowchart of the proposed MP&MD filter bank method in test session.](image-url)
\[
\text{ITR} = \frac{60}{T} \left[ \log_2 n + p \log_2 p - (1-p) \log_2 \left( \frac{1-p}{n-1} \right) \right] \tag{13}
\]

Here, \( n \) is the number of targets, \( p \) is the mean accurate classification rate, and \( T \) (seconds/target) is the time for a selection. In this study, \( n = 40, T = 1 \text{ s} \).

## 3 Results

### 3.1 Parameter optimization

Figure 4 shows the result of parameter optimization. Figure 4a shows the averaged classification accuracy using different spatial filter combinations (MD\(_1\) + MP, MD\(_2\) + MP) and different numbers of sub-bands with 0.4 s-data length. It can be seen that classification accuracy increased with \( N \). When \( N \) was larger than 4, the classification accuracy became stable. The two filter combinations had no significant difference. The maximum accuracy was obtained with \( N = 4 \) and MD\(_2\) + MP. In the following section, we compare with the state-of-the-art method, using MD\(_2\) + MP and \( N = 4 \). Figure 4b shows the accuracies using MP, MD\(_1\), MD\(_2\), MD\(_1\) + MP, and MD\(_2\) + MP with \( N = 4 \). It can be seen that the accuracy using MD\(_i\) + MP (\( i = 1, 2 \)) was significantly higher than that of MP or MD\(_i\) (\( i = 1, 2 \)) using paired t-test (MD\(_i\) + MP vs. MP, \( * p < 0.05 \); MD\(_i\) + MP vs. MD, \( ** p < 0.01 \)). It can be concluded that both MP and MD\(_i\) are helpful in classification.

### 3.2 Recognition performance

Figure 5 shows the averaged classification accuracy and ITR of all subjects with different data lengths from 0.1 s to 0.6 s with an interval of 0.1 s. From Fig. 5a, it can be seen that the MD\(_2\) + MP method achieved higher accuracies than the state-of-the-art method for

---

**Fig. 4** (a) Classification accuracy using different spatial filter combinations (MD\(_1\) + MP, MD\(_2\) + MP) and different numbers of sub-bands. The red circle indicates the highest value; (b) Classification accuracy using different spatial filter combinations. (\( * p < 0.05 \), \( ** p < 0.01 \)). The date length was 0.4 s for both (a) and (b). The dashes represent the ensemble-CCA method accuracy.

**Fig. 5** Comparison of the classification accuracy (a) and ITR (b) of the proposed method and the state-of-the-art method. The asterisks indicate significant difference between the two methods by paired t-test (\( * p < 0.01 \), \( ** p < 10^{-3} \), and \( *** p < 10^{-4} \)).
all data lengths. The statistical significance between the two methods were ***$p < 10^{-4}$ for 0.1 s, 0.2 s, and 0.3 s; **$p < 10^{-3}$ for 0.4 s and 0.6 s; and *$p < 0.01$ for 0.5 s using paired t-test. From Fig. 4b, it can be seen that MD$_2$ + MP method achieved a significant higher ITR than the ensemble-CCA method for all data lengths. The statistical significances are ***$p < 10^{-4}$ for 0.2 s, 0.3 s, and 0.4 s; **$p < 10^{-3}$ for 0.1 s and 0.6 s; *$p < 0.01$ for 0.5 s. The above results demonstrate that the proposed method outperforms the state-of-the-art method.

The highest ITR achieved by the proposed method was 307.4 bit/min at data length of 0.4 s, which is much better than the state-of-the-art method with 267.7 bit/min.

The classification accuracy and ITRs of all subjects with 0.4 s-data length is given Table 1. The classification accuracy and ITRs of MD$_2$ + MP are all higher than those of ensemble-CCA for all subjects. The average classification accuracy was 92.6% for MD$_2$ + MP and 85.1% for ensemble-CCA. The average ITR was 307.4 bit/min for MD$_2$ + MP and 267.7 bit/min for ensemble-CCA.

### 4 Discussion

For BCI systems, increasing the ITR is a very important issue. In this study, we designed minimal-distance and maximal-PLV spatial filters to optimize the algorithm from the amplitude and phase dimensions, respectively. The results show that through the integration of MD and MP, the system performance was significantly improved than when only MD or MP system is used. In addition, by using the frequency harmonics information of SSVEP, we designed the MD and MP spatial filters of each frequency harmonic band to form spatial filter banks. The results show that the frequency harmonics information also contributes to the correct identification. The algorithm of this study achieved the highest ITR of SSVEP-BCI study at 307.4 bit/min, which is significantly higher than the 267.7 bit/min of the state-of-the-art method.

This supervised learning-based approach used in this study is advantageous in the following areas compared to previous methods based on supervised learning or unsupervised learning. First, compared with CCA and other unsupervised learning methods, the algorithm was optimized specifically for each subject because of the introduction of training data. Second, compared with other supervised learning methods, the algorithm also introduced the phase information, and the spatial filter designed based on phase information makes the algorithm more comprehensive. The proposed fusion of amplitude and phase outperformed previous amplitude-only systems. Third, the proposed gradient descent-based approach can be used to design the optimization goal more specifically for SSVEP signal with stability, sinusoidal similarity, and phase-locking.

Since the data used in this study were from a previous study, we could not optimize some experimental parameters such as the number of channels, the frequency of stimulation, and the number of stimulus frequencies. The channel used in this study is the nine channel around the occipital area. Whether other electrodes will be beneficial may be discussed in the future. The stimulation frequencies used in this study were from 8 Hz to 15.8 Hz with an interval of 0.2 Hz. The use of higher stimulation frequencies to reduce the visual fatigue of the subjects may be explored in a future study. To mitigate the misjudgment caused by the small frequency interval in this study, the interval may be increased in later studies. In addition, the number of stimulus frequencies may also be increased to further improve the ITR.

In this study, 12 samples were used for training. In future studies, the impact of the number of training samples on system performance may be investigated. For the online system, there could be a compromise between the training sample number and classification accuracy to meet practical application.

### Table 1 Classification accuracy and ITR of all subjects with 0.4 s-data length.

<table>
<thead>
<tr>
<th>Subject ID</th>
<th>Accuracy (%)</th>
<th>ITR (bit/min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MD$_2$+MP Ensemble-CCA</td>
<td>MD$_2$+MP Ensemble-CCA</td>
</tr>
<tr>
<td>S1</td>
<td>98.5</td>
<td>97.5</td>
</tr>
<tr>
<td>S2</td>
<td>74.5</td>
<td>53.0</td>
</tr>
<tr>
<td>S3</td>
<td>100.0</td>
<td>96.5</td>
</tr>
<tr>
<td>S4</td>
<td>99.5</td>
<td>93.5</td>
</tr>
<tr>
<td>S5</td>
<td>87.0</td>
<td>79.5</td>
</tr>
<tr>
<td>S6</td>
<td>82.5</td>
<td>71.5</td>
</tr>
<tr>
<td>S7</td>
<td>93.5</td>
<td>85.5</td>
</tr>
<tr>
<td>S8</td>
<td>99.5</td>
<td>95.0</td>
</tr>
<tr>
<td>S9</td>
<td>93.0</td>
<td>87.0</td>
</tr>
<tr>
<td>S10</td>
<td>89.0</td>
<td>76.0</td>
</tr>
<tr>
<td>S11</td>
<td>99.0</td>
<td>97.0</td>
</tr>
<tr>
<td>S12</td>
<td>95.0</td>
<td>89.5</td>
</tr>
<tr>
<td>Mean</td>
<td>92.6</td>
<td>85.1</td>
</tr>
<tr>
<td>Std</td>
<td>8.0</td>
<td>13.3</td>
</tr>
</tbody>
</table>
needs. In addition, to reduce the training time, the data collected from this subject a few days ago or data from other subjects could also be used to train spatial filters. The idea of transfer learning\cite{33,34} or reinforcement learning\cite{35,36} could be applied to realize further optimization. Moreover, it can be found from the result of the proposed study that MD significantly outperforms MP, which inspired us to further optimize the MP filter to improve the overall performance. Furthermore, the two MD filters used in the study have similar performances. Other distances might be better than the proposed two distances, such as cosine similarity, Mahalanobis distance, K-L divergence, and Riemannian distance.

5 Conclusion

The MP&MD method, which is an integration of MD and MP approaches, was proposed in this study to boost the ITR of an SSVEP-BCI. In the MP approach, a spatial filter maximizes the PLV between the training data and a reference sine signal, while in the MD approach, a spatial filter minimizes the distance between the training data and a reference sine signal. In addition to the fundamental frequency of stimulation, the harmonics were used to train MD and MP spatial filters, which formed spatial filter banks. During the test session, the test data epoch was multiplied by the MP and MD spatial filter banks. The results show that the proposed method achieved a significant higher classification accuracy and ITR than the state-of-the-art method. The ITR obtained by this method was about 307.4 bit/min, which to the best of our knowledge, is the highest in SSVEP-BCI studies.
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