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Fig. 3 Visual results for semantic segmentation on the validation set of Semantic3D.

ScanNet v2 [28] datasets.

S3DIS contains 271 rooms in 6 large indoor areas
from three different buildings. About 273 million
points are collected and annotated in this dataset;
all points are categorized into 13 classes. Following
previous work [5, 13, 36], we take rooms in Area-5 as
the test set and samples from the other areas as the
training set.

ScanNet v2 contains 1513 cluttered indoor scenes
with annotations. 1201 scenes are used for training
and 312 scenes are used for validation. All annotated

points are categorized into 20 classes or unlabeled.

Additionally, another 100 scenes are published
without label annotations as the test set.

4.2.2  Implementation

We apply our method to KPConv deform [5] and
take it as our baseline. Following KPConv deform,
we randomly sample spheres with a 2 m radius from
rooms in the training set and feed them into the
network for training. Again, Egs. (1) and (2) are

used to generate the target NCM and prediction
NCM. Eq. (8) is used to optimize the whole network.
However, Eq. (6) is used as the KL divergence loss
for NCM. In the testing stage, spheres are sampled
regularly and all points are included in at least one
sphere. The network is trained by a momentum
optimizer, with batch size 5 for S3DIS and 10 for
ScanNet v2, using a single GTX 1080Ti GPU.

4.2.83 Results

We report the results of our method and many state-
of-the-art competitors on S3DIS Area-5 in Table 2;
mean IoU (mloU) is taken as a metric to evaluate
segmentation performance. Our method achieves a
68.29% mloU (1.19% higher than the backbone) and
outperforms many existing methods. We also list the
ToU scores for different categories in this table. No
methods perform well in the beam category because
beams in S3DIS Area-5 are tilted while beams in
other areas are horizontal. Our method improves

IoU for most categories except the sofa class. This
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Table 2 Indoor semantic segmentation results on S3DIS Area-5
Method mloU (%) ceil. floor  wall beam col. wind. door chair table book. sofa board = clut.
PointNet (’17) [3] 41.09 88.80 97.33 69.80 0.05 3.92 46.26 10.76 58.93 52.61 5.85 40.28 26.38 33.22
RSNet (’18) [37] 51.93 93.34 98.36 79.18 0.00 15.75 45.37 50.10 65.52 67.87 22.45 52.45 41.02 43.64
KPConv deform (’19) [5] 67.1 92.8 97.3 82.4 0.0 23.9 58.0 69.0 91.0 81.5 75.3 75.4 66.7 58.9
FPConv (’20) [38] 62.8 94.6 985 80.9 0.0 19.1 60.1 489 80.6  88.0 53.2 684 68.2 54.9
Point2Node (’20) [39] 62.96 93.88 98.26 83.30 0.00 35.65 55.31 58.78 79.51 84.67 44.07 71.13 58.72 55.17
SegGCN (20) [36] 63.6 93.7 98.6 80.6 0.0 28.5 426 T74.5 80.9 88.7 69.0 T71.3 44.4 54.3
DCM-Net (’20) [40] 64.0 92.1 96.8 78.6 0.0 21.6 61.7 54.6 78.9 88.7 68.1 723 66.5 52.4
FusionNet ('20) [41] 67.2 — — — — — — — — — — — — —
JSENet (’20) [12] 67.7 93.8 97.0 83.0 0.0 23.2 61.3 71.6 89.9 79.8 75.6 723 72.7 60.4
Ours 68.29 94.43 98.25 83.60 0.00 25.74 62.01 70.32 91.51 82.58 75.98 73.04 69.51 60.81

is because NCM learning punishes those pairs that
seldom appear, thus making the network less likely
to categorize a point into a minor class. Thus, we do
not observe score improvement for the sofa category
which has least points. Additionally, we visualize the
improvement over our backbone (KPConv deform) in
Fig. 4, with yellow dashed-dotted circles indicating
obvious improvements.

For ScanNet v2, we report the results in Table 3,
and mean IoU over category is also used to estimate
the performance. In this dataset, our method
achieves 69.0% mlIoU which is 0.6% higher than our
backbone, and our method achieves a state-of-the-art
performance in this benchmark. Category-wise scores
are also shown in this table. We can also see that our

method improves the performance for most categories,
but degrades the performance for categories with
few points like sofa and refrigerator. The reason
is the same to S3DIS that NCM learning punishes
pairs that appear less frequently, thus degrading the
performance of minor categories.

4.3 Choice of KL divergence

In this section, we conduct experiments to compare
the difference in performance between the usual and
reverse forms of KL divergence for both indoor scene
and outdoor area semantic segmentation.

As shown in Section 3.3, there are two forms of KL
divergence for NCM learning. Although both forms
lead the prediction NCM to approximate the target

Point Cloud Ground Truth

Baseline (KPConv deform)

Fig. 4 Visual results for semantic segmentation on S3DIS Area-5.
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