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DualFace: Two-stage drawing guidance for freehand portrait
sketching

Zhengyu Huang1, Yichen Peng1, Tomohiro Hibino1, Chunqi Zhao2, Haoran Xie1 (�), Tsukasa
Fukusato2, and Kazunori Miyata1

c© The Author(s) 2021.

Abstract Special skills are required in portrait
painting, such as imagining geometric structures and
facial detail for final portrait designs. This makes it a
difficult task for users, especially novices without prior
artistic training, to draw freehand portraits with high-
quality details. In this paper, we propose dualFace, a
portrait drawing interface to assist users with different
levels of drawing skills to complete recognizable and
authentic face sketches. Inspired by traditional artist
workflows for portrait drawing, dualFace gives two-
stages of drawing assistance to provide global and local
visual guidance. The former helps users draw contour
lines for portraits (i.e., geometric structure), and the
latter helps users draw details of facial parts, which
conform to the user-drawn contour lines. In the global
guidance stage, the user draws several contour lines,
and dualFace then searches for several relevant images
from an internal database and displays the suggested
face contour lines on the background of the canvas. In
the local guidance stage, we synthesize detailed portrait
images with a deep generative model from user-drawn
contour lines, and then use the synthesized results as
detailed drawing guidance. We conducted a user study
to verify the effectiveness of dualFace, which confirms
that dualFace significantly helps users to produce a
detailed portrait sketch.

Keywords portrait painting; user interface; freehand
sketching; generative model; drawing guidance
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1 Introduction

Portrait painting is an important art genre,
representing a specific human from the real world
or one’s imagination. Some artists, together with
their famous portrait drawings, have been widely
adored for hundreds of years (e.g., Mona Lisa and
Girl with a Pearl Earring). However, drawing
portraits is cumbersome and requires special skills
and capabilities (for example, spatial imagination
and essential drawing skills), which are inaccessible
to novices without prior artistic training. Therefore,
the present paper aims to establish a user-friendly
framework to support the process of drawing freehand
portraits.

Several guidance-based systems have been proposed
for supporting portrait drawing. For example,
Portraitsketch [1] proposes a framework to display an
artistically rendered sketch using tracing. However,
the user must prepare a reference image in advance,
which can be time consuming. Shadowdraw [2] and
Sketchhelper [3] incorporate image retrieval methods
with tracing tools to dynamically search for relevant
images from a database instead of manual selection,
and enable users to understand geometric structures
of target designs (e.g., locations and proportions of
facial parts). Although the approaches mentioned
above can help users copy existing drawings, it is still
difficult to explore novel portrait designs. In addition,
these systems are unsuitable for drawing the details
of portraits (particularly of facial parts) because they
simply blend a set of relevant images. Thus, details of
each image may be lost. Conversely, to explore new
drawing designs in detailed, Ghosh et al. [4] and Zhu
et al. [5] employ deep learning methods, especially
with generative adversarial networks (GANs), to
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generate possible images with given color or edge
constraints. However, the resulting image quality is
still determined by the user’s drawing skill, e.g., in
locating facial parts, so it remains difficult for novices
to design high-quality portrait drawings.

To address the problems above, we referred to
conventional portrait drawing procedures [6], which
explain that it is essential for novices to adopt two
types of guidance: (i) global guidance, which helps
users locate facial parts (geometric structures) with
correct proportions and (ii) local guidance, which
helps users design facial details (e.g., eye and nose).
Nonetheless, previous research does not consider how
to guide users to draw both global and local features
of portraits, as far as we are aware. Thus, we first
consider a method to automatically generate two
types of visual guidance, global and local guidance,
from user drawings (see Fig. 1). In the case of global
guidance, as with Shadowdraw [2] and Sketchhelper
[3], when the user draws contour lines on the canvas,
the system dynamically searches amongst relevant
images from a database and generates a blended
image. In the case of local guidance, the system
generates detailed facial portraits from the user-
drawn contour lines using a GAN-based system, and
displays one of them. Secondly, we implement a
graphical user interface (GUI), called dualFace, that
incorporates the above visual guidance and is able to
switch between the two stages freely.

Our principal contributions in summary are:
• A two-stage guidance system that helps users

design portrait drawings with data-driven global
guidance and GAN-based local guidance.

• An optimization method to automatically
generate detailed facial portraits with semantic
constraints from user-drawn strokes. By using
the generated portraits as drawing guidance, the
user can explore the desired details without prior
artistic training.

• A user study to demonstrate the benefits of our
proposed system.

2 Related work

2.1 Sketch-based applications

Sketches are a high-level abstract visual representation
without great visual detail. By analyzing the
intent behind a user’s freehand sketch, sketch-
based interaction allows users intuitive access to
various applications such as image retrieval [2, 7, 8],
image editing [9–12], simulation control [13], block
arrangement [14], and 3D modeling [15–17]. Among
sketch-based systems, freehand portrait sketching
is difficult for ordinary users due to the required
drawing skills and capabilities, which are inaccessible
to novices (e.g., with poor drawing skills). To
address this issue, we aim to establish a user-friendly
framework to support the process of freehand drawing
of human faces.

2.2 Drawing assistance

Sketching system guidance has been thoroughly
investigated [18–20], especially visual guidance that
can be extracted from reference images. For example,
geometric structures [21, 22] on the canvas can help
a user in the process of freeform drawing of objects

Fig. 1 Proposed portrait drawing interface, providing both global and local guidance from the input user sketch. The revised contour sketch
in the back end is from the merged mask generated by our conversion algorithm from the input sketch, and is the reference for local guidance
generation.
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via tracing over the guidance [1, 23]. However, the
user must select reference images, which can be
time consuming. Lee et al. [2] and Choi et al. [3]
dynamically search for relevant images in a large-
scale database based on intermediate drawing results
at drawing time and generate shadow guidance that
suggests sketch completion to users. A similar drawing
interface was designed for calligraphy practice [24].
With retrieval-based approaches, the visual guidance
may be limited to the predefined database. To
overcome this issue, image generation approaches
can increase the variations from simple strokes, such
as Drawfromdrawings [25] and MaskGAN [26]. Our
framework combines both sketch-based retrieval and
generation with optimization conversion from sketch-
to-mask mapping.

2.3 Portrait rendering

In the field of non-photorealistic rendering (NPR)
of portraits [27], there are two typical kinds of
existing approach. One is to extract contour lines
from images [28–30]. While these can be useful for
visual abstraction (e.g., preserving and enhancing
local shapes), it is difficult to consider semantic
constraints and capture specific styles. The other
approach is to train a network that automatically
generates artistic-like drawings from facial images

[31–34]. In these problem settings, training a network
requires pairs of facial images and portraits. However,
it is challenging to construct pixel-based (dense)
correspondences because facial components (e.g., eyes
and nose) in portraits are manually located by artists.
Yi et al. [35] combine a global network (for images
as a whole) and a local network (for recognising
each facial component) and transform high-quality
portraits while preserving facial components. In this
paper, we adopt a similar portrait rendering model
to generate portrait drawings, and use them as local
guidance.

3 User interface

In this section, we describe how users interact with
the proposed two-stage user interface (see Fig. 2) to
draw portraits with global and local guidance. Please
refer to the accompanying video in the Electronic
Supplementary Material (ESM) for details.

3.1 Drawing tool

As with commercial drawing tools, the system enables
the user to draw black strokes on the canvas with a
mouse-drag operation; the stroke width is manually
determined using a slider. The system automatically
records all the vertices of the strokes and the stroke

Fig. 2 Our two-stage guidance system. Given a user’s intermediate drawing at runtime, the system generates: (a) global guidance by blending
relevant images from the database and (b) local guidance (i.e., realistic facial portraits) using a model-based method.
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order for the mask generation step. The eraser tool
allows the user to click on a stroke, and the system
deletes it. The undo tool can delete the last stroke
from the stroke list. Our system can also load and
save user-drawn strokes by clicking the appropriate
buttons.

3.2 Visual guidance

Given user-drawn strokes, the system generates two
types of visual guidance (global and local) for use in
tracing. First, during global guidance, based on the
user’s intermediate drawing, the system dynamically
searches for several relevant images from a database,
and generates a “blended” image (global guidance)
rather than a single image. With this global guidance,
users can roughly understand locations and shapes
of facial parts with correct proportions, as shown in
Fig. 2(a). Second, during local guidance, the system
generates several detailed facial portraits (guidance
candidates) based on the user’s intermediate drawings,
and displays one of them instead of a blended image.
The system has a switching function to change the
generated images, so the user can search for the
most reasonable local guidance. By using the local
guidance, users can easily design local details such as
eyes and nose; see Fig. 2(b). Note that the system
allows the user to freely switch between global and
local guidance modes by clicking the global/local
radio button or the face icon button.

3.3 Rewind tool

In order to help users to draw the desired portraits, we
provide a rewind tool in the proposed user interface.
If users think that the local guidance does not meet
their vision, the drawing process can be returned to
the global stage by selecting the corresponding radio
button, as shown in Fig. 2. Our drawing interface
can automatically save the sketches while switching
between global and local stages, so that users can
revise their drawn contour sketches by reloading the
recorded data.

4 Two-stage drawing guidance

Inspired by conventional portrait drawing processes,
this work proposes dualFace, a two-stage framework
for portrait drawing with both a global stage and
a local stage for drawing guidance. The global
stage provides interactive drawing guidance for each

facial part. To help users achieve balanced facial
contour drawing, we use a data-driven facial feature
query by matching Gabor Local Line-based Features
(GALIF) [36]. For the local stage, we adopt a GAN-
based neural network to generate corresponding fine-
grained sketches from a user’s global stage rough
contour sketch. Since we provide photo-realistic facial
details in the local guidance, dualFace can help users
concentrate on detailed drawing of facial features and
improve their drawing skills. We believe the two-stage
framework of dualFace may narrow the gap between
novices and artists in portrait sketching due to the
separation of global contour information from local
facial details.

4.1 Global guidance

4.1.1 Overview
It is difficult to draw recognizable portraits with
correct locations and portions of facial features,
especially for novices. To solve this issue, dualFace
first aims to help users to draw balanced facial
contours. Figure 3 shows the workflow of global
guidance, including data generation, contour
matching, and interactive guidance. For the data
generation step, face images are converted to contour
images from a face database. For the contour
matching step, local facial features are calculated and
stored as feature vectors indexed into the database.
For the interactive guidance step, the most similar
candidates are retrieved in real time as shadow
guidance. In contrast to the previous Shadowdraw
work [2] with edge maps, we adopt labelled contour
sketches for feature matching with the semantic
sketch information. Thereby, each stroke of the user’s
drawing input can be matched with meaningful facial
features for the next stage of local guidance.
4.1.2 Data generation
It is challenging to collect an enormous number of
artist-designed portraits for face retrieval. Instead of
artistic portraits, we generate semantic label masks
[37] by utilizing a bilateral segmentation network
(BiSeNet) pre-trained on the CelebAMask-HQ dataset
[26]. Each pixel in the masks has a facial label ID
from facial images (e.g., eyes, nose, and mouth). We
adopted the contour function of the OpenCV library
for the line drawing functions. The contours of facial
components are extracted from the semantic label
masks with balanced facial features. Note that the
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Fig. 3 Global guidance stage consists of three steps: data generation, contour matching, and interactive guidance. The contour sketches in
our database are extracted from masks as source images, which are more meaningful for feature matching, and lead to better drawing guidance
than previous work [2].

contour images are stored with the corresponding
original face images, which are used for sketch
retrieval in the global stage and for system input
in the local stage.

4.1.3 Contour matching
To explore the closest contour sketches from the
database for guidance according to a user’s incomplete
freehand sketch in real time, we use GALIF features
for sketch retrieval and local shape matching [36]. For
the online query method, the user sketch is encoded
as a histogram. We calculate the similarity with the
stored contour images in our database to obtain the
closest contour images.

4.1.4 Interactive guidance
Following the shadow drawing interface [2], the top
N relevant retrieval results in the face database
are merged as a shadow image by image blending
(N = 3 in our implementation). Benefiting from the
interactive global guidance for portrait drawing, users
understand the locations and shapes of each facial
part. The global guidance is updated in real time
for each drawing stroke. Under the help of global
guidance for portrait sketching, the user can complete

the contour sketch to express the rough shape and
locations of facial parts meeting their drawing intent.

4.2 Local guidance

4.2.1 Overview
In order to guide users to draw details of facial
components (e.g., irises and eyelashes), dualFace
provides local guidance using relevant templates
extracted from our database in the global stage.
Local guidance for portrait sketching includes mask
generation and portrait sketch generation (Fig. 4).
For the mask generation step, user strokes in the
global stage are recorded and converted to face masks
based on the top N relevant templates (N = 3 in our
implementation). For the portrait sketch generation
step, all templates can generate fine-grained portrait
sketches, and the user can select the most desirable
one as the reference for further drawing. Note
that the input contour sketch is not required to
contain all facial parts, and the missing parts can
be completed automatically with our stroke-mask
mapping optimization.

GAN-based neural networks are used in local
guidance for mask and portrait sketch generation.
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