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(1) a learning module to generate an attention map
which focuses on the rain streaks and texture detail
information around them, (2) a multiple input feature
extraction module to extract features from three
inputs separately guided by the attention map, (3)
a multiple feature fusion module to compute weight
maps for blending the features of multiple inputs, and
(4) a reconstruction module to restore the original
resolution and predict the final de-rained image. The
attention map learning module produces an attention
map which shows the significance of different regions.
Then we use contrast enhancement and gamma
correction to provide two further inputs with better
global visibility. To utilize the information concerning
distribution of rain streaks, we concatenate the
three inputs and the attention map predicted by
the attention map learning module as inputs, and
feed them into the multiple input extraction module
to obtain features from the multiple inputs. The
multiple feature fusion module estimates weights for
the three inputs for blending the multiple features
automatically. The reconstruction module is designed
to remove rain streaks and to better restore the

original clean image from a rainy image. A hybrid
multiscale loss composed of L1 loss and edge loss
is added to further enhance the performance of de-
raining and ensure good detail preservation.

3.2 Attention map learning module

As explained in Section 1, the quality of images taken
on rainy days is degraded by rain streaks and rain
accumulation. To deal with rain streaks, we should
pay different attention to rainy and non-rainy regions,
to avoid over de-raining and loss of background
texture information. On the other hand, treating
rainy areas the same as non-rainy areas would result
in rain streaks remaining in the recovered images.
Thus, learning the distribution of rain streaks is
important. Visual attention mechanisms [21] can
automatically learn areas of interest; under their
guidance, local features are more effectively extracted
for downstream tasks. Thus, we design an attention
map learning module which can automatically locate
regions covered by rain: see Fig. 3(a). A recursive
computation [2, 22, 23] utilizing the same module is
introduced to reduce the number of parameters while

Fig. 3 Architecture of MSGMFFNet. (a) Key stages are an attention map learning module, a multiple input feature extraction module,
a multiple feature fusion module, and a reconstruction module. The attention map learning module predicts an attention map showing the
significance of different regions. Guided by the attention map, the multiple input feature extraction module obtains multiple features. Weight
maps are computed in the multiple feature fusion module to fuse these features automatically and boost the performance of rain removal in the
reconstruction module. (b) Architecture of the MSABlock. (c) Architecture of the MSRBlock. DF: dilation factor. c� : concatenation.
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maintaining excellent performance.
Thus, the proposed attention map learning module

is a recursive network formed by unfolding the same
architecture. A convolution-ReLU layer is designed
to extract shallow features. As different images have
different rain streaks, and even the same image can
contain various kinds of rain streak, as shown in Fig. 4,
we build a multiscale aggregation block (MSABlock)
to extract multiscale features to better capture
different rain streaks. Figure 3(b) shows details
of the MSABlock. It is made up of three dilated
convolution layers and two normal convolution layers.
We set the dilated factors to 1, 2, and 3 respectively
to enlarge the receptive field. To further boost the
flow of different scale features and reduce the loss
of information, we concatenate all outputs of the
dilated convolution layers and feed them into the next
convolution layer. A convolutional gated recurrent
unit (GRU) [24] follows link features in different
stages. Finally, we build a convolution-sigmoid layer
to generate the attention map with value in [0, 1],
larger values indicating greater importance. Figure 5
shows some generated attention maps. As can be seen,

they focus on the rain streaks. Under the guidance of
the distribution of rain streaks, our method restores
images with rich detail.

3.3 Acquisition of multiple inputs

Due to rain streaks and accumulation of rain, images
captured in the rain face severe degradation. Inspired
by de-hazing methods [25, 26], we find contrast
enhancement can improve the global clarity of rainy
images and coarsely eliminate the effect of rain
accumulation. We take a linear combination of the
input image Iin and average luminance of the image Ĩ:

Iout = (Ĩ + 0.5)(1 − α) + Iinα (2)
We set α = 1.5 in practice. As shown in Fig. 2(b), this
can remove some rain streaks and make the image
globally clearer. However, some texture details are
blurred in bright areas.

Because of the loss of texture detail in bright areas,
we obtain another input by using gamma correction
(a non-linear transformation):

Iout = βIγ
in (3)

We set β = 1 and γ = 1.5; the gamma corrected image
contains rich details in bright areas: see Fig. 2(c). In

Fig. 4 Rain streaks with appearances. In different images, rain steaks can be quite different in shape, and even in one image, they can have
diverse densities, shapes, and scales. (a) Various rain streaks in different images. (b) Diverse rain streaks in one image.

Fig. 5 Attention maps generated by the attention map learning module. (a, c) Rainy images. (b, d) Corresponding attention maps.


