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Abstract We propose an efficient, specific method for estimating camera parameters from a single starry night image. Such an image consists of a collection of disks representing stars, so traditional estimation methods for common pictures do not work. Our method uses a database, a star catalog, that stores the positions of stars on the celestial sphere. Our method computes magnitudes (i.e., brightnesses) of stars in the input image and uses them to find the corresponding stars in the star catalog. Camera parameters can then be estimated by a simple geometric calculation. Our method is over ten times faster and more accurate than a previous method.
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1 Introduction

A wide-angle photograph that includes both a starry night sky and the landscape beneath it is called a starscape. The beauty of starscapes makes them popular subjects for photographers. Moreover, an image containing stars can be used to determine the location of the viewer by identifying the stars or constellations in the image. In fact, in the past, stars and constellations played an important role in the navigation of ships. Even today, a device called a star tracker is used in spacecraft to determine its attitude by tracking the configurations of stars [1, 2]. However, for these methods, it is usually assumed that certain camera parameters, such as the focal length, are known. This paper focuses on estimating the camera parameters from a single starscape without any prior knowledge of the camera.

In the field of computer vision, many methods have been developed for determining camera parameters from photographs [3–6]. However, these methods focus on images of ordinary objects such as buildings or landscapes, and are unsuitable for images of starry skies because their characteristics are completely different from those of ordinary pictures. Starry night sky images consist solely of small dots corresponding to stars, making traditional computer vision techniques useless. To address this problem, we make use of a publicly-available star catalog that records the coordinates of all stars above some brightness. We can assume that the stars are placed on a virtual sphere (the celestial sphere), with an infinite radius, centered on the Earth. The star catalog stores the coordinates of the stars on the celestial sphere. By matching the configuration of stars in the starry night image with those in the star catalog, we can determine the camera parameters. The problem, then, is to find the stars in the catalog that correspond to those in the image. Several methods have been proposed for doing so [1, 7–9]. These methods use geometric features such as triangles or quadrilaterals of stars in the image to find the corresponding stars in the star catalog. However, the search can be slow; often tens of seconds are required.

We propose an accurate and efficient method for determining the camera parameters from a single starry night image. We also use a star catalog. The proposed method firstly detects the stars in the image using image processing techniques. Next, the magnitudes (or brightnesses) of the detected stars are used to find corresponding stars in the star catalog. Having found the corresponding stars in the star catalog, we can compute the camera parameters, such as the focal point and orientation, by a simple
geometric calculation. However, there are many candidate matches in the star catalog for the stars in the input image. So, we have developed a fast refinement algorithm to identify the most plausible correspondence. Our experiments demonstrate that our method is more accurate and dozens of times faster than previous methods.

This paper is organized as follows. In Section 2, we discuss related work for determining camera parameters from night sky images. In Section 3 we present an overview of our method; details are explained in Sections 4 and 5. Section 6 shows some experiments that verify the effectiveness of our method. Finally, our conclusions are given in Section 7.

2 Related work
The determination of camera parameters from starry sky images has been used to control the attitude of spacecraft. This task is known as blind astrometric calibration. The pose of the camera mounted on a spacecraft is determined by identifying the visible stars [1, 7]. There is plenty of work on this topic; it can be roughly classified into geometric and pattern-based approaches. Geometric approaches use geometric features such as triangles of stars to estimate the parameters [1, 10–12]. Pattern-based approaches use a pattern code based on the positions of neighboring stars in the image [13–18]. However, these methods are not fully blind because they use cameras specifically designed for the spacecraft. Pái and Bakos proposed a blind estimation method that starts with an initial estimate which is then refined [8]; however, it requires a good initial estimate. A more detailed survey can be found in Refs. [19, 20].

One of the most widely-used and robust systems for blind estimation is a system called Astrometry.net [9]. While previous methods used triangles of stars as geometric features for estimation, Astrometry.net uses quadrilaterals to improve robustness of estimation. The system detects the stars in the image and creates a list of quadrilaterals combining four stars. Then, for each quadrilateral, a geometric hash code is generated using the distances and angles between the four stars. The hash code is compared with ones precomputed using the star catalog to find the closest quadrilateral in the star catalog. However, the hash codes using the catalog must be precomputed, which is time-consuming. Estimation also takes a long time, often requiring tens of seconds. Recently, Ajdad et al. proposed a star identification algorithm for images captured with wide field of view (FOV) cameras [21]. It takes into account errors caused by lens distortion of the wide FOV camera. The method uses interior angles of triangles of stars in the image to look for corresponding stars in a database. It iteratively updates the projection function to improve the estimation accuracy. Once a precise projection is obtained, the method is very efficient. However, it may be inaccurate and is slow for a new camera setup. Although our method is not suitable for a wide FOV image, it can be used to provide a good initial estimate for this method.

3 Overview of the proposed method
Our proposed method takes a single image as input and estimates the camera parameters. It comprises two processes: detection of the stars in the input image, and parameter estimation using the detected stars.

The star detection process starts by removing noise from the input image. Then, stars are detected using the fact that their shapes are circular. The area of each star is used to estimate the star’s magnitude. This logarithmic astronomical unit measures the brightness of a star; a more positive value means the star is dimmer. The brightest star in the Hipparcos catalog is Sirius, with magnitude \(-1.46\).

Next, in the estimation process, the camera parameters are calculated. We use a publicly-available star catalog in which the coordinates of all the stars on the celestial sphere (above a given magnitude) are recorded. First the stars in the catalog corresponding to the stars detected in the image are found, and the camera parameters can then be determined analytically by simple geometric calculations. However, finding the corresponding stars is not trivial; it is not obvious which stars in the catalog correspond to the stars detected in the image. Thus, in our method, a search for the best correspondence is undertaken. The basic idea is to compute a set of camera parameters for all possible combinations of correspondences and
choose the most-likely parameters from amongst them. However, it is impractical and time-consuming to take all correspondences into account since the number of correspondences is huge. Thus, we use the magnitudes and geometric relationships of the stars to reduce the number of correspondences to be considered.

We use the Hipparcos catalog [22] for the star catalog. This widely used catalog includes the coordinates and magnitudes of 118,218 stars. Assuming that the input is a relatively wide-angle image, we use 285 stars with magnitudes less than 3.5.

4 Star detection

Since an input starry sky image often includes objects on the ground, we need to eliminate these objects to accurately identify pixels corresponding to stars in the image. We apply a set of image processing operations to do so. Figure 1 illustrates this process.

First, we convert the input image to a grayscale image: see Fig. 1(a). We then apply a Gaussian blur filter to this image: see Fig. 1(b). The blurred image is then subtracted from the grayscale image to remove low frequency components: see Fig. 1(c). Note that negative intensities are clamped to zero. The kernel size of the Gaussian filter is 1/8 of the length of the shorter side of the image. Next, the resulting image is converted into a binary image as shown in Fig. 1(d). The threshold used to do so is determined as in Ref. [9], using the mean $\mu$ and standard deviation $\sigma$ of the difference image in Fig. 1(c). The threshold is set to $\mu + 8\sigma$; these parameters are determined experimentally.

Next, we detect connected regions in the binary image and extract their contours. Contour circularity is used to distinguish stars from objects on the ground. Circularity is defined as $4\pi A/P^2$ where $A$ and $P$ are the shape’s area and the perimeter, respectively; it has value 1 for a circle. We exclude contours whose circularity is smaller than 0.55. For each of the remaining contours, we compute the smallest circumscribed circle (i.e., the smallest circle enclosing the shape). Its center and radius are used as the coordinate and radius of the corresponding star, respectively. Stars with extremely large radii are also excluded from subsequent processes since they are likely to be objects in the landscape. Figure 1 shows the stars detected by our method.

5 Estimation of camera parameters

5.1 Parameters to be estimated

First, we define the camera parameters estimated by our method. As shown in Fig. 2(b), we assume that the image plane is tangential to the celestial sphere and the images of the stars are their perspective projections onto the image plane. The stars are assumed to be on the celestial sphere. The camera parameters determine the position, the orientation, and the size of the image plane. Our method estimates four parameters: the right ascension and the declination of the tangent point (the center of the image plane), the camera orientation, and the size of the image plane. The right ascension and declination are an equatorial coordinate system that describes a point on the celestial sphere. The camera orientation is defined by its rotation angle around the viewing direction. The size of the image plane corresponds to
Refer to Fig. 2(a). Consider a line perpendicular to the line between $a$ and $b$ that passes through $o$. The intersection between these lines is denoted $q$. If we have the three-dimensional coordinates of $A$ and $B$ corresponding to $a$ and $b$, respectively, the three-dimensional coordinates of $Q$ corresponding to $q$ are given by

$$OQ = OA + \frac{aq}{ab} AB$$

(1)

Consider the viewing ray from the camera position $O$ to the center of the image plane, $OR$. This ray is in the plane containing $Q$ and is perpendicular to $AB$. The perpendicular distance from $Q$ to the ray is given by

$$d = |AB| \frac{aq}{ab}$$

(2)

If we denote the unit vector in the direction of $OR$ by $R_o$, $R_o$ satisfies the following equations:

$$(OQ \cdot R_o)^2 + d^2 = |OQ|^2$$

(3a)

$$R_o \cdot AB = 0$$

(3b)

$$|R_o|^2 = 1$$

(3c)

We obtain $R_o$ by solving these equations. Then we compute the intersection of the ray with the celestial sphere, which gives us the center of the image plane, $R$.

Next, we compute $\alpha$ and $\beta$, which are the projected positions onto the image plane, of $A$ and $B$, respectively (see Fig. 2(b)). Then, from the relationship between $\triangle oab$ and $\triangle R\alpha\beta$, we can compute the camera orientation and the size of the image plane.

5.3 Search for corresponding stars

5.3.1 Discussion

To obtain the camera parameters, we need to correctly identify the stars on the celestial sphere that correspond to the stars in the image, which unfortunately, is not possible in many cases. We have to search for the correct correspondence from a number of possible candidates. Our approach is to generate a set of candidates for the corresponding stars and compute the parameters for each set using the method described in the previous section. When there are multiple candidates that result in similar camera parameters, they should give us the best solution.

A possible approach to generate a list of candidates is to use RANSAC [23]. RANSAC is a robust
estimation algorithm for data with outliers, which it can remove by random sampling. In our case, candidates could be generated by randomly sampling stars from the star catalog. However, this approach does not guarantee that the correct corresponding stars will be included in the candidate list provided by random sampling. We need to include the correct correspondence in the list to obtain the accurate camera parameters. So, RANSAC is not a good choice for our purpose. We need to check all the possible correspondences to be certain to include the correct correspondence. However, since this is extremely time-consuming, our algorithm reduces the cost by excluding those stars that cannot be candidates by making use of their magnitudes and relative positions. We describe the details of the method in the following subsections.

5.3.2 Candidate correspondences

The magnitudes of stars are used to generate candidates. We assume that the apparent brightness of a star detected in the image is proportional to its area, or pixel count. However, it is difficult to estimate the absolute magnitude accurately because the apparent brightness depends on the exposure setting of the camera, which is unknown. We therefore use the difference in magnitudes of a pair of stars to generate candidates; this depends on their brightness ratio. For this purpose, we use Pogson’s equation [24], which defines the relationship between magnitude and apparent brightness:

\[
m - n = -2.5 \log_{10} \left( \frac{l_m}{l_n} \right)
\]

where \(l_m\) and \(l_n\) are the apparent brightnesses of stars whose magnitudes are \(m\) and \(n\), respectively. We use the areas of two stars detected in the input image for \(l_m\) and \(l_n\). Thus, the magnitude difference \(m - n\) is approximated by using the above equation with \(l_m/l_n \approx A_m/A_n\), where \(A_m\) and \(A_n\) are the areas of the two stars in the image.

The candidate correspondences are then generated as follows. We first pick a pair of stars detected in the input image and compute their difference in magnitude. Next, pairs of stars with a similar magnitude difference are extracted from the star catalog as candidates. The candidates can be generated efficiently by sorting the stars in the catalog by magnitude in advance. However, our experiments showed that this simple approach produced erroneous candidates due to lens filters being used when capturing the images, and atmospheric conditions. As a result, too many candidates were generated. We therefore introduced a tolerance on the magnitude to remove such erroneous candidates. We accept a pair of stars in the star catalog as a valid candidate only if their magnitude difference \(d_c\) satisfies \(d - 2 < d_c < d + 2\) where \(d = m - n\). Furthermore, the stars used for the candidates in the star catalog are limited to the 285 stars with magnitudes less than 3.5. Usually, a starscape photograph includes about 10 stars that have magnitudes less than 3.5 and this is a sufficient number of stars for generating valid candidates.

5.3.3 Using triplets

The method described in the previous section generates a list of candidate correspondences from the star catalog for a pair of stars detected in the image. Each of the candidates in the list is a pair of stars in the catalog whose magnitude difference is similar to a pair of stars in the input image. Since we only consider magnitude differences, the candidate list includes incorrect correspondences. We need to identify the reliable candidates in this list so we can eventually determine the correct camera parameters. In this section we explain our method for examining the reliability of the candidates. The key to our method is the use of triplets of stars detected in the image, which produces two pairs of stars sharing a single star. Our method finds reliable triplets from the star catalog that correspond to the triplet detected in the image by taking into account the fact that one of the stars must be shared. The camera parameters are determined from the reliable triplets using the method described in the next section.

Figure 3 shows how the reliable triplets are selected. Consider a triplet \(\{a, b, c\}\) detected in the input image. The goal here is to find corresponding reliable triplets in the star catalog. Note that there could be multiple reliable triplets in the star catalog for a given triplet in the input image. From triplet \(\{a, b, c\}\), we can generate two pairs of stars, \(P_a \{a, b\}\) and \(P_c \{b, c\}\), where \(b\) is shared between these two pairs. For each of the pairs, we generate a list of candidate pairs in the star catalog using their magnitude differences as described in the previous section. We then compute the camera parameters for each of the candidates in the list using the method described in Section 5.2; these are denoted \(S_a = \{S_{a1}, S_{a2}, \ldots\}\) and \(S_c = \ldots\)
$\{S_{c1}, S_{c2}, \cdots \}$, respectively. Each element in these sets is a four-dimensional vector consisting of four camera parameters. Next, for each element in $S_a$, we find the nearest element from $S_c$ using a $k$-d-tree [25]. Suppose $S_{cj}$ is the nearest element to $S_{ai}$. Since $P_a$ and $P_c$ share a single star in the input image, we consider $S_{ai}$ and $S_{cj}$ as reliable only when they share a single star as well. If they do, then the stars used for computing $S_{ai}$ and $S_{cj}$ form a reliable triplet. We go through all the elements in $S_a$ and collect reliable triplets in the same way. Figure 3 shows two examples; $S_{ak}$ and $S_{cm}$ are reliable while $S_{aj}$ and $S_{cl}$ are not.

We now have a list of reliable triplets for a given triplet $\{a, b, c\}$. For each reliable triplet, we have two sets of camera parameters, each of them computed by a pair of stars in the triplet. We then compute the average camera parameters for each of the two pairs and the distance between the camera parameters. The triplets are sorted by distance between them and we keep the top $n_t$ of them together with the average camera parameters. In this paper, we set $n_t = 20$. These $n_t$ sets of camera parameters are used to determine the final camera parameters in the next section.

5.3.4 Final camera parameters
We iteratively generate $n_t$ sets of camera parameters by the method described in the previous section. We repeat this process until we find a pair of camera parameters that are sufficiently similar, measured by the angular differences in right ascension, declination, and camera orientation. We terminate iteration when these are less than one degree. Note that we do not use the size of the image plane for this termination criteria because sufficient accuracy has been achieved in our preliminary experiments.

5.3.5 Selection of triplets
As mentioned above, our method iteratively chooses a triplet of stars detected in the input image. The efficiency and accuracy of the proposed method depends on how a triplet is chosen for each iteration. This section describes our method for selecting the triplets.

Our strategy is to use bright stars while avoiding using the same stars in different iterations. A bright star detected in the input image has a larger area than other stars, so the error in calculating the magnitude difference should be smaller: using bright stars for the triplets should produce better results. We should also use different stars in different iterations in order to increase variation in the triplets, preventing the solution from converging to a local minimum. Furthermore, using different stars reduces the influence of bright regions, e.g., light sources on the ground, erroneously detected as stars in the input image.

Using these ideas, we have developed a heuristic algorithm to choose the triplets. Table 1 shows examples of triplets generated by this approach. First, the detected stars are ranked according to their brightness. The stars in a triplet are denoted by their rank ($i, j, k$) and are arranged according to rank ($i < j < k$). We compute the sum of the ranks of the first and second stars, $n = i + j$, and the difference between the ranks of the second and third stars, $m = k - j$. We first fix $m = 1$ and we choose a set of triplets with $n$ less than a specified number. Then, $m$ is incremented and we choose another set of triplets. In Table 1, we first generate six triplets with $m = 1$. Then $m$ is incremented and two more
triplets are generated. The maximum of $n$ in each set is specified by the user.

6 Results

6.1 Setting

We compared our method with Astrometry.net [9] to investigate the effectiveness of our method. We used a laptop computer with an Intel Core i5-8250U with 16 GB of memory.

We prepared two datasets of images for the comparison. One consisted of synthetic images of stars created using the star catalog, and the other consisted of real images taken by a digital camera. For these datasets, the true camera parameters are available. To enable a fair comparison, in each case, to detect stars in the input image, and their coordinates, areas, and intensities, we used the method described in Section 4 both for our method and the Astrometry.net system. We measured the computation time and the accuracy of the estimated parameters. We considered the estimates to be sufficiently accurate when the errors fell below the tolerances in Table 2. With these tolerances, the input image and an image generated using the estimated parameters are visually indistinguishable.

Table 2 Tolerances for accuracy

<table>
<thead>
<tr>
<th>parameter</th>
<th>tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>right ascension</td>
<td>$2^\circ$</td>
</tr>
<tr>
<td>declination</td>
<td>$2^\circ$</td>
</tr>
<tr>
<td>camera orientation</td>
<td>$5^\circ$</td>
</tr>
<tr>
<td>view angle</td>
<td>$3^\circ$</td>
</tr>
</tbody>
</table>

The index files used for Astrometry.net were also created from the Hipparcos star catalog for a fair comparison. Since our method takes into account only stars with magnitudes less than 3.5, we prepared the index data using these stars only.

6.2 Comparison using synthetic images

The synthetic images were created by perspective projection of the stars in the Hipparcos star catalog with brightnesses greater than a magnitude of 6.5. Each star was rendered as a white disk with size calculated using Pogson’s equation (Eq. (4)). We created 1000 images rendered with randomly selected camera parameters. We limited the range of viewing angles to those of a typical starscape photograph, that is, from $50^\circ$ to $110^\circ$, which is equivalent to a focal length ranging from 15 to 45 mm for a 35 mm full-frame camera. Figure 4 shows example synthetic images.

Table 3 shows the results of the comparison. The Astrometry.net system failed to find reliable parameters for 9.20% of the input images before the computation time reached a predetermined duration of 5 min. We excluded these results from Table 3. Accuracy is the proportion of images for which the tolerances were satisfied compared. This table shows our method is superior in terms of both accuracy and efficiency.

Table 3 Comparison using synthetic images

<table>
<thead>
<tr>
<th></th>
<th>Astrometry.net</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>average time</td>
<td>13.55 s</td>
<td>1.10 s</td>
</tr>
<tr>
<td>accuracy</td>
<td>70.20%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Fig. 4 Example synthetic images.
6.3 Comparison using real images

For real images, we took 32 pictures of the night sky with a digital camera. We also used 5 images from Flickr, giving a total of 37 real images. The angles of view were wider than an equivalent focal length of 90 mm for a 35 mm full-frame camera. Images with strong distortion, e.g., from a fisheye lens, were not included. Figure 5 shows some examples of the images used.

Table 4 shows the results of the comparison. In terms of accuracy, our method was approximately 16% better than Astrometry.net. The computation time of our method is much faster than that of Astrometry.net; our method took only 8% of the time it required. For this dataset, Astrometry.net failed to find reliable parameters for 18.92% of the input images; Table 4 does not contain these results.

Figure 6 compares input images (left) with rendered images (right), using estimated camera parameters, and the method described in Section 6.2. Dashed circles indicate corresponding stars in these images. This figure demonstrates that our method successfully estimates accurate camera parameters.

6.4 Experiments using different numbers of stars

Computation time and accuracy depend on the number of stars from the star catalog used in the estimation process. In order to investigate this dependency, we undertook an additional experiment. In the previous experiments, we took into account only stars with magnitudes less than 3.5. We increased the maximum magnitude from 2.4 to 4.8 in steps of 0.1, giving an increasing numbers of stars, and measured the computation time and accuracy using the dataset of real images. Figure 7 shows the results of this experiment. We see that the computation time increases exponentially as the number of the stars increases. However, our method achieves highest accuracy (94.59%) when the maximum magnitude is 3.6.
7 Conclusions and future work

In this paper, we proposed a method for estimating camera parameters from a starscape photograph. We have demonstrated that our method outperforms a previous method, the Astrometry.net system [9]. It requires no precomputation while Astrometry.net requires preprocessing to build index data.

There are a few things to be done in the future. Firstly, we need to improve our method of handling severe lens distortion. We assume perspective projection for the input images, but certain specific lenses, such as fisheye lenses, produce highly distorted images. In this case, our method fails to find accurate lenses. Secondly, we could use additional camera information, such as the focal length, the location, and the date on which the image was captured to obtain better estimates. This information is often stored as metadata together with the image.
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