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into a repository. Since services are distributed in
different nodes, the optimal principal of the selection
of the service key cannot be used in the distributed
full index. As a solution, the distributed full index
selects the service key randomly. Figure 12 shows
the pseudocode of the service addition operation of a
distributed full index. When a service is added into
a distributed full index, first, the selectkey function is
used to randomly select a service key, and consistent
hashing and a join function are then used to locate a
node. Finally, the service is inserted into the full index
of the node.

The detailed algorithm is as follows in Fig. 13.

4.4.2 Service deletion
The service deletion operation is used to delete services

Fig. 12 Service addition of a distributed full index.

Fig. 13 Service addition of a distributed full index.

from repositories. When deleting a service, according
to the key of the service, a distributed multilevel index
locates the node containing this key, and then deletes
the service from the multilevel index of this node.

4.4.3 Service replacement
The replacement operation is defined on the basis of
the addition and deletion operations. Some services
need replacing with new ones because they are out-of-
date. An existing service s and its replacer s0 are its
two inputs. At the start, the system deletes s using the
deletion operation. Then, the system adds s0 using the
addition operation.

5 Experiment Results

The centralized multilevel index is compared with
the sequential index and the inverted index[1, 3]. Its
performance is much more efficient than both the
sequential and the inverted indices. Therefore, the
proposed distributed multilevel index is compared with
the centralized multilevel index.

The centralized indices are tested in virtual machines.
Therefore, it is unfair to compare the retrieval time. To
evaluate their efficiency fairly, traversed service count
is used as a metric. Traversed service count denotes
the total number of services being traversed when
retrieving services according to the user’s requirements
in centralized or distributed indices. If an index has
a lower traversed service count, it is more efficient.
The traversed service count is a reasonable metric to
evaluate the efficiency of the centralized and distributed
multilevel indices. The initial values of the experiment
are: jP j D 1000; where jP j denotes the set size of
all parameters; jS j D 10 000, where jS j denotes set
size of all services; pi D 10; where pi denotes the
parameter count contained in the input set of each
service; and pr D 32, where pr denotes the parameter
count provided for each retrieval request. In these
experiments, each experiment has 11 data sets and each
data set has 100 retrieval requests. There are 100 nodes
in the Chord circle.

For the centralized primary index and the distributed
primary index, the experimental results are shown in
Fig. 14. The blue solid line and the blue dotted line
denote the traversed service count of the centralized
primary index and the distributed primary index,
respectively, which changes with service count jSj, i.e.,
increases from 10 000 to 20 000. The orange solid line
and the orange dotted line denote the traversed service
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Fig. 14 Experimental results for the centralized and
distributed primary indices.

count of the two indices changing with the parameter
count of service pi, i.e., increasing from 10 to 20. The
red solid line and the red dotted line denote the traversed
service count of the two indices changing with the
parameter count of the required set pr, i.e., increasing
from 10 to 20. The green solid line and the green dotted
line denote traversed service count of the two indices
changing with the parameter count jPj, i.e., increasing
from 1000 to 2000.

From Fig. 14, we can conclude that four pairs of
lines are very close to each other, which proves that
the efficiency of the distributed primary index is very
close to that of the centralized primary index. Both
jS j and jprj are directly proportional to the traversed
service count, whereas jP j is inversely proportional to
the traversed service count and pi has no impact on the
traversed service count.

For the centralized partial index and the distributed
partial index, their experimental results are shown in
Fig. 15. Their results are similar to those for the
centralized and distributed primary index. The four
pairs of lines are also close to each other, which prove
that the efficiency of the distributed partial index is very
close to one of the centralized partial indices.

For the centralized full index and the distributed full
index, their experimental results are shown in Fig. 16.
Their results are similar to those for the two pairs of
indices described above. Similarly, their experimental
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Fig. 15 Experimental results for the centralized and
distributed partial indices.
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Fig. 16 Experimental results for the centralized and
distributed full indices.

results prove that the efficiency of the distributed full
index is very close to that of the centralized full index.

From the above experimental results, we can
conclude that the efficiencies of the distributed
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multilevel indices are very close to those of the
centralized indices, although they use a random strategy
instead of an optimal strategy to select the service keys,
which means that the distributed multilevel indices
can well satisfy the requirements in a distributed and
dynamic environment with high efficiency.

6 Conclusion

This study presents a novel multilevel index model
for decentralized service repositories to accelerate the
service discovery in distributed service repositories. For
storing and managing services in large-scale service
repositories, their operations, including retrieval,
addition, deletion, and replacement, have been
introduced in detail in this study. The efficiency of
the centralized and distributed multilevel indices with
different factors has been evaluated and compared.
Experimental results reveal that their efficiencies are
very similar. The distributed multilevel indices offer
great possibility to increase the storage capacities and
flexibility. For future work, the proposed indices
need to be further tested in a more complex, dynamic
environment. Furthermore, the distributed multilevel
indices should be evaluated for other distributed
protocols, such as CAN and Pastry.
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