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Fig. 5 Cascaded facial landmark localization. Starting from the initial guess, the locations of the landmarks are gradually optimized.

Intel Core i5 CPU. We mainly used three
databases. Two were from the ETHZ-Computer
Vision Lab [22–24] and available online, the BIWI
Kinect Head Pose database (BIWI) and the BIWI
3D Audiovisual Corpus of Affective Communication
database (B3D(AC)2). In order to test our algorithm
on different kinds of head pose and facial expression,
we constructed our own 3D Faces with Expression
and Pose database (3DFEP).
4.1.1 ETHZ databases

The BIWI database contains 24 sequences acquired
with a Kinect sensor. The ground truth for the
head pose indicates the head center in 3D space
and the head orientation encoded as a 3 × 3
rotation matrix. In this paper, we acquire the
ground truth localization of the nose tip with the
aid of iterative closest point (ICP) algorithm, and
the head orientation is transformed to axis–angle
representation.

The B3D(AC)2 database contains 14 persons,
each captured in 40 poses using a 3D scanner.
We manually marked 33 landmarks on the mean
template, as shown in Fig. 6. We mapped these
marked points to each sequence to obtain ground
truth facial landmarks, while the ground truth head
orientation in axis–angle representation and the
position of nose tip were computed at the same time.
4.1.2 3DFEP database

In order to test our algorithm on different kinds of

 

Fig. 6 Ground truth facial landmarks for one example in the
B3D(AC)2 database.

head pose and facial expression, we built a database
with 73 persons, each with 14 expressions in various
head poses. We scanned the subjects using an Intel
Realsense sensor. The format of the depth data and
RGB images are the same as that used to encode the
BIWI database. To provide ground truth head poses
and facial landmarks, we used 3D face modeling
and tracking techniques, and poor calibration results
were eliminated by checking each one in turn. Again,
33 landmarks are used, and the ground truth of the
head pose is also given by axis–angle representation
and nose tip.

4.2 Head pose estimation

Our proposed head pose estimation method was
evaluated on the above three databases. Various
fixed parameters are given in Table 1. Further
parameters were: maximum variance to eliminate

Table 1 Parameters used for training

Database Training Features in each Binary Maximum Minimum samples Trees
samples non-leaf node tests tree depth in each leaf node

BIWI 8041 520 40 14 20 10
B3D(AC)2 435832 1040 10 8 20 10
BIWI + B3D(AC)2 23527 520 40 13 20 10
3DFEP 6743 1040 40 15 20 10
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the stray leaf node: 300, ratio of large 3D patch to
face bounding box: 0.7, ratio of sub-3D patch to
face bounding box: 0.3, number of large 3D patches
sampled from each head point cloud: 25.

Figure 7(left) shows the relationship between
the average error in head pose and the depth
of tree. Error reduces as tree depth increases.
Figure 7(middle) shows the relationship between
accuracy and depth of tree. Accuracy increases
with depth of tree. Figure 7(right) shows that
as the maximum depth of the tree increases, the
number of samples in each leaf node reduces, while
the consumption of time shows slow growth. All
experiments in Fig. 7 were done with the BIWI
database.

Table 2 is in three parts. The first four rows
show head pose estimation results using our method
with different databases. For each database, we use
70% of the samples for training and the remaining

30% for testing. Note that the head pose estimation
result for the B3D(AC)2 database is more accurate
than for the other databases, because all samples
in B3D(AC)2 database belong to the same pose-
space. We also trained a head pose estimation model
by combining the BIWI and B3D(AC)2 databases;
the results were similar to those obtained by only
using the BIWI database. The results in the next
three rows of Table 2 show that by using axis–
angle representation, the head pose estimation is
more accurate than using Euler angle form directly.
Moreover, using entropy (Eq. (3)) is more effective
than using information gain [23]:
I = log(|Σv|+|Σa|)−

∑
i={L,R}

wi log(|Σv
i |+|Σa

i |) (12)

in the splitting phase; here Σv and Σa are the
covariance matrices of the offset and rotation angles.
The splitting process in each non-leaf node is more
stable using entropy, preventing extreme divisions,

Table 2 Head pose estimation results. The first four rows give results using different databases and our method; the associated training
parameters are given in Table 1. The next three rows show results for head pose by transforming the estimated pose from axis–angle
representation to Euler angle form (A → E & N). We also compare results with different loss functions: entropy and information gain. The
last four rows give head pose estimation results from other methods

Database Method ψx/yaw ψy/pitch ψz/roll tx ty tz

(1/(◦)) (1/(◦)) (1/(◦)) (mm) (mm) (mm)
BIWI Our method 0.0237 0.0283 0.0162 1.56 1.56 1.40
B3D(AC)2 Our method 0.0116 0.0193 0.0025 0.66 1.00 0.51
BIWI + B3D(AC)2 Our method 0.0241 0.0294 0.0092 1.35 2.02 1.32
3DFEP Our method 0.0419 0.0465 0.0163 3.04 3.06 2.42
BIWI E & C 1.18◦ 1.40◦ 1.61◦ 1.65 1.43 1.31
BIWI A → E & N 1.16◦ 1.30◦ 1.51◦ 1.91 1.47 1.55
BIWI E & N with InfoGain 9.23◦ 12.21◦ 5.49◦ 15.88 7.84 6.61
BIWI [20] (generalized) 1.9◦ 1.3◦ 1.0◦ 1.3 3.1 1.8
BIWI [7] (CT) 4.7◦ 7.7◦ 5.3◦ —
BIWI [24] (DRRF) 8.9◦ 8.5◦ 7.9◦ 14.6
BIWI [25] (TSP) 2.5◦ 1.8◦ 2.9◦ 6.8
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Fig. 7 Left: relationship between average error of each head pose component and depth of tree. The left-hand vertical axis measures the
positional error of the nose (shown as solid lines) while the right-hand vertical axis represents the orientation error (dotted lines). Center:
relationship between accuracy and depth of tree. Orange: ratio of samples whose position error satisfies [tx < 5, ty < 4, tz < 4]. Blue: ratio of
samples whose position error satisfies [tx < 10, ty < 10, tz < 10]. Right: Relationship between depth of tree and time.


